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Abstract

We have built a demonstrator for spoken human-—
machine dialogs. The system is capable to answer
inquiries about the InterCity train timetable of the
Deutsche Bahn. It evolved from the work done in the
ESPRIT project SUNDIAL with four participating Eu-
ropean countries (cf. [11]). First experiments have al-
ready been described in [1]. In this paper we describe
our analysis of real user interaction with automated
information systems: since performance figures of the
automated system are already reported, we concen-
trate on description of some essential aspects of user
behavior.

1. Introduction

Human-machine—-interaction has been studied for
several years. In the speech community we focus
on spontaneous speech communication between hu-
mans and computers. At our institute we investigate
speech recognition problems as well as understanding
problems and interaction problems. Figure 1 shows
the main components of our demonstrator. Current
technology tends to use statistical methods to solve
these problems. In order to have proper material rep-
resenting “real” users and “real” inquiries, we con-
nected our dialog system to the public telephone net-
work. This was done mainly for two reasons: firstly
to use the collected data to improve the statistical
models (acoustic models, language models), secondly
to study the behavior of humans in order to build bet-
ter dialog models for human—-machine—interaction.

Speech is completely different from natural lan-
guage and spontaneous speech is completely different
from read speech. There are lots of phenomena of
spontaneous speech [14] not yet covered by typical
NL systems. Having an operational system, we are
in the lucky situation that we can collect data and
examine the demands of human partners for dialogs.
Although there already exist some integrated dialog
systems for spontaneous speech, to the best of our

knowledge there was no attempt to collect large cor-
pora of spontaneous speech dialogs and to evaluate
an existing system against these corpora.

2. Dialog Corpora

Presently, there already exist large speech corpora.
Corpora of spontaneous speech are more and more
collected in the speech community, but there is still
some lack of human machine dialog corpora and the
best approach is to collect this kind of data by a
bootstrapping method. Initially, WOZ simulations
are performed to extract a user model (cf. [6]). With
this preliminary model a first operational system was
built (cf. [9]) and exposed to real users. Adaptation
and enhancement of that system is done for increased
stability and user friendliness. The same approach
was used in our setup and at each phase of system
enhancement the dialogs are collected to build a new
corpus. Figure 2 gives an outline of the collected data.

We started our collection! with phase 2 using a
high quality microphone and made a first corpus of
in house inquiries to our dialog system. Due to poor
stability of the dialog system, the tests were super-
vised by an operator who knows the principal sys-
tem behavior and logs manually every user utterance.
The next step of increased difficulty incorporated the
switch to telephone quality in phase 3. Again, the
experiments were supervised by an operator. Addi-
tionally we switched to a more sophisticated parser
resulting in a much higher accuracy of the semantic
description. An intermediate phase 3+ was collected
while we made substantial improvements to our sys-
tem. This phase reflects the attempts of the sys-
tem developers to enhance the overall stability and
to adapt the feature processing component for tele-
phone line adaptation. Phase 4 was the first corpus
of spontaneous speech collected over public telephone
line. Starting with this corpus, anyone could call the

1Phase 1 utilized read speech for recognizer evaluation and
is not reported in this paper.
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Fig. 1. Structure of the Erlangen Train Time Table Inquiry (T3I) System.

system. In phase 5 we used a completely different
dialog model which resulted in much longer user ut-
terances with a higher word frequency. For phase 6
the language models of the recognizer were enhanced
and in phase 7 we incorporated a new release of the
parser and of the dialog manager.

Since the performance of particular modules is al-
ready reported in other publications [8, 4], we concen-
trate on global experiences concerning the user model
and the interaction with spoken dialog systems.

3. User and Dialog Models

Based on these dialog corpora we evaluated and
enhanced our demonstration system step by step to
fit the users demand. The dialog model has under-
gone only minor modifications whereas the semantic
analysis component contextual pragmatic interpreta-
tion have been completely redesigned for the sake of
robustness. We found the dialog model fairly stable
and it could manage even in worst cases when fed
with at least partial correct semantic and pragmatic
interpretations of user utterances. Since our system
is based on the principle of partial processing, the
stability of the system is achieved by the interaction
of robust cooperating modules (cf. [2, 5]).

No automatic system works perfectly well without
any flaws. In our system we decided to use a dialog
strategy which confirms every parameter given by the
user. This results in a slightly longer dialog, but sev-
eral of the failures due to misrecognition and misun-
derstanding are managed without complete failure.
Users get used to confirm every useful information
they provided in the utterance before.

Initially, we intended to utilize the collected ma-
terial of former sessions in a stepwise improvement
of the dialog models and user models. Since no dia-
log corpora were available, this approach would start
with a minimal system and incorporate all experi-
ences made with previous users into an improved dia-

log model. Training a word recognizer follows this ap-
proach. Recognition performance benefits from every
utterance added to the training material.

However, we found a surprising fact: when the
enhanced system was online, users did behave com-
pletely different than they did before. This implies
that for the development of user models their inter-
action with the system is determined by the system it-
self. The direct feedback is an indication of the highly
flexible communication strategy in human minds.

Modeling of human behavior is difficult. Since just
a small modification of parameters results in major
differences of behavior, the current method of dialog
modeling is just a starting point. Full description of
the complex interaction of human and machine is not
yet possible. Eventually, we hope to reach a point of
asymptotic stability where the gradual enhancement
of the system leads to just a minor change in the
humans behavior or no change at all.

4. Main Results

In the following paragraphs we describe some major
results observed while collecting the dialog corpora.
These results are just overall experiences, detailled
results and figures are already published (cf. [1, 2, 4,
5,8, 12]).

Training of the word recognizer needs spon-
taneous speech: Due to the lack of spontaneous
speech corpora the word recognizer of the initial sys-
tem was trained only with read speech. Additional
spontaneous training data increased the performance
substantially, even if the spontaneous training data
belongs to a completely different domain. In the
training phase the recognizer is able to extract the
typical features of spontaneous speech and to trans-
fer it to an already built model. In Phase 4, for ex-
ample, the additional spontaneous training data in-
creased the word accuracy from 59.5 % to 72.1 %.



Phase 2 P3 P3+| P4| P5| P6| P7| P8
collection date, started 9306 9311 9312 | 9401 | 9404 | 9408 | 9409 | 9501
corpus size (MB) 127 42 53 133 50 28 | 204
number of dialogs 237 49 77 161 42 35| 325
number of utterances 1742 585 533 | 1365 199 303 | 2187
number of words 6384 1841 1668 | 4238 | 1144 | 1154 | 6773
number of different words 239 191 168 320 196 174 | 1056
number of unknown words 68 25 21 111 7 o
total duration in sec 3983 1318 1677 | 4152 | 1590 | 902 | 6324 Og
avg length of dialog in sec 183 220 204 | 183 188 179 0%
avg length of utterance in sec 2.4 2.3 3.1 3.0 2.8 3.0 | 2.89
avg words per utterance 3.67 3.16 3.13 | 3.11 | 5.75 | 3.80 | 3.10
microphone / telephone mic — PABX — — PSTN —
supervised / unsupervised «—— supervised — | selfsup. «—— unsupervised —
user skills «—— seminaive — expert +—— naive —

Fig. 2. Our corpora of human machine dialogs.

Details are reported in [12].

The linguistic complexity of user utterances
is extremely low: In our domain of timetable in-

quiries the linguistic complexity is quite simple. Whereas

the initial utterance of a dialog shows the highest
complexity by far, nearly all following utterances are
elliptic and consist of just a few (1-4) words. About
38% of all utterances have a length of one word, 20%
have length 2 and 10% have length 3.

Typical users are not creative in their answers:
When designing the dialog models we assumed a much
higher degree of variations in user responses, e.g. when
being asked for a departure city they might give an
overinformative answer with city and specifying, say,
the departure time. Apart from the initial utterance
of a dialog, the typical user either corrects the previ-
ous system response or provides exactly the requested
information. Astonishingly, this behavior is also ob-
served in human-human-dialogs of the same domain

(ct. [7]).

Processing of partial utterances is vital for ro-
bustness: Since we have to handle recognition er-
rors and spontaneous phenomena, the typical utter-
ance 1s not grammatically well-formed. Processing
of partial descriptions in parser and dialog manager
solves problems introduced by these phenomena.

Quality of synthesized speech has influence on
users speech: Depending on the quality of the syn-
thesizer (intelligible, speed, machine or human voice)
the users articulative clarity as well as the speaking
style vary. Clear non-human voice i1s prefered over
human voice, since users talking to “humans” tend
to be lazy in grammar, clearness and usage of words.

System responses within 10 seconds are ac-
ceptable:  While immediate response is prefered,
the users accept to wait for the next system utter-
ance if this utterance directs the dialog to the goal.
Waiting for a system just to respond with an iso-
lated question for confirmation is boring and humans
tend to express this in several ways (using verbal and
prosodic forms).

Realizing a hung connection: In Germany there
is no feedback provided by the Telekom for an on hook
phone at the other side. Apart from a simple crack
there is usually no audible message for a disconnected
line. So the acoustic recognizer needs to have a time-
out feature and the dialog strategies have to watch
for subsequent timeouts in order to finish a call. This
situation is not satisfying and should be characterized
as a workaround.

Humans have the tendency to react in an un-
predictable way and to get angry when the machine
makes mistakes. Models of humans behavior are in-
complete. Since the variety of possible (spoken) re-
actions 1s that large, we have to investigate in cor-
pus analysis techniques. Large corpora can clarify
the distinction between typicality and randomness
in user reactions. Current handcrafted models have
to be viewed in the light of these typicalities and
should modified according to a better comprehension
of human-machine-interaction.

The whole system performs better than just the se-
quence of the components. Traditional methods for
sequential systems like the modules recognizer, parser
and dialog manager estimate the system success by
the product of each modules performance probabili-
ties. However, we found that in a dialog system there
is not a strict sequence of “filters”, but a closed loop.



Robust methods in our system (cf. [2, 5, 8]) are up to
a certain point resistant to minor processing mistakes
like recognition errors in unimportant words, splitting
sentences by means of repetitions or corrections or
other phenomena of spontaneous speech or grammat-
ical incorrectness of spoken utterances. Each module
is designed specifically for robust processing of spon-
taneous speech and handling of difficulties in real user
situations. They use prediction methods of user be-
havior and cooperative users usually behave accord-
ing to the predictions. Large corpora of collected data
help to improve the user models used in all modules.

5. Further Work

Further enhancements are considered to integrate
prosodic features into the system. Preliminary stud-
ies of the prosody of time expressions are quite promis-
ing. Prosody is useful to guide a dialog as shown
in the following example: the second user utterance
could either be a confirmation (yes — at nine o'clock)
or a correction (no — at nine AM). This kind of am-
biguity might be resolved by considering prosody.

User(1): at nine o'clock

System(1):  You want to leave at 9 PM ?
User(2): at nine o'clock

System(2): ?

Since our system performs fairly well, porting it to
a similar task was considered. In cooperation with
the Centre de Recherche Informatique de Montréal
(CRIM) we integrated their recognizer and semantic
analysis component with our dialog manager. The
resulting system for a subset of the ATIS domain was
integrated and will be used for collecting a corpus
of spontaneous spoken dialogs in English using the
already described bootstrapping method.

Further evaluation of the collected data will include
the cumbersome manual examination of dialog perfor-
mance rates according to methods presented in [13].
Finally, we plan to bundle all phases with the translit-
erations and semantic annotations of the dialogs in a
common method on CDROM.
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