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1 Introduction

For the task of speech understanding and automatic dialog systems it is not that important to recognize the user's utterance with 100% word accuracy but to get the user's intention in order to generate an appropriate system reaction. In our application of information retrieval dialogs possible reactions are e.g. to start a clarification subdialog or to give the desired information. Nowadays the syntactic-semantic analysis is mainly realized using rule based systems. These parsers use a bunch of lexical and grammatical knowledge. Hence, the system adaptation to another domain or task requires the encoding of new lexical and grammatical knowledge nearly from scratch. This is a time consuming and tricky work which has to be done by a linguistic expert. Having a probabilistic model for the semantic analysis which is able to learn the new task from a suitable training set a faster and easier adaptation is possible.

The paper is organized as follows. In section 2 we present the probabilistic model for the semantic analysis and the mathematical details. The semantic annotation scheme allowing a fast and easy creation of training material is introduced in section 3. There we also describe the data we use and the baseline experiment with its results. The supporting methods for our model are presented in section 4. The reported results prove their feasibility individually and in combination. In section 5 we give a short summary and an outlook on planned activities.

2 Probabilistic Model for Semantic Analysis

Our probabilistic model is based on the assumption that for each word \( w_j \) of a word chain \( w \) we have an assignment of one semantic attribute \( C_i \) to \( w_j \). These
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semantic attributes describe parameters which influence the system’s reaction.
The set $\mathcal{C} = \{C_1, C_2, \ldots C_N\}$ of possible attributes is therefore strongly task
dependent. Obviously not all parts of the word chain are important for its interpre-
tation. To keep our assumption we have to introduce an additional semantic
attribute $C_0$, the NIL attribute. All words carrying no meaning in the domain
are attached to $C_0$. An example illustrating this assumption is given in figure 1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Assignment of semantic attributes $C_i$ to words $w_j$}
\end{figure}

Each semantic attribute $C_i$ is now identified with a random process that
generates words $w_j$. Each such process defines a density function $P(w_j|C_i)$ over
the lexicon of words. The assignment of a semantic attribute $C_i$ to a word $w_j$
is formally described with the assignment function $\zeta$. This function takes as
argument the word $w_j$ of the word chain $w$ and gives as result the index of the
corresponding attribute $\zeta(w_j) = l_j$. As we want to analyze word chains $w$ we
have to extend the assignment function:

$$\zeta(w) = (\zeta(w_1), \zeta(w_2), \ldots, \zeta(w_n))^T = (l_1, l_2, \ldots, l_n)^T$$

(1)

The semantic of a word chain $w$ in the current task is now described through
the set of semantic attributes $\mathcal{C}$ that are assigned to the words of $w$. All words
corresponding to one attribute from $\mathcal{C}$ constitute one semantic segment in the
word chain. In comparison to [3] who also defines an assignment from the English
to a formal language for the interpretation of word chains, our approach does not
make use of the length of semantic segments or the number of assigned attributes
for the computation of probabilities. The statistic parameters characterizing this
mapping are estimated using the EM algorithm.

The semantic analysis of word chains is now reduced to the problem of finding
the best set of semantic attributes that are assigned to the words of $w$. To
provide a formalism which enables us to handle the speech understanding task
statistically we introduce a model based on two tied probabilistic processes. The
first one has to model the appearance of semantic attributes and introduces a
probability distribution on the set of possible assignments $\zeta(w)$. The second one
is the semantic attribute generating words with the density function $P(w_j|C_i)$. With
these two processes the probability $P(w, \zeta|\mathcal{C})$ for observing $w$ and the ass-
ignment $\zeta$ assuming the semantic described through $\mathcal{C}$ is computed. The assign-
ment vector can not be observed as we have only the set of semantic attributes

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Word & $w_1$ & $w_2$ & $w_3$ & $w_4$ \\
\hline
\end{tabular}
\caption{Example of word chain}
\end{table}
for a word chain but not the explicit alignment. Thus, the probability \( P(w | C) \) derives from the marginalization of \( P(w, \zeta | C) \) over all possible assignments, i.e.

\[
P(w | C) = \sum_{\zeta} P(w, \zeta | C) = \sum_{\zeta} P(\zeta) P(w | C, \zeta).
\]

(2)

We now claim that assignments depend only on preceding ones and are of statistical order \( g \). Then \( P(\zeta) \) is factorized in conditional probabilities \( p(l_k | l_{k-g} \ldots l_{k-1}) \). Renaming these probabilities with \( p(l_k | l_{k-g} \ldots l_{k-1}) = a_{l_k \ldots l_{k+g}} \) we get the following:

\[
P(\zeta) = p(l_1, l_2, \ldots, l_n)
= p(l_1) \cdot p(l_2 | l_1) \cdot p(l_3 | l_1 l_2) \cdot \ldots \cdot p(l_n | l_1 l_2 \ldots l_{n-1})
= p(l_1) \cdot p(l_2 | l_1) \cdot \ldots \cdot p(l_g | l_1 l_2 \ldots l_{g-1}) \cdot \prod_{k=g+1}^{n} p(l_k | l_{k-g} \ldots l_{k-1})
= a_{l_1} \cdot a_{l_1 l_2} \cdot \ldots \cdot a_{l_1 l_2 \ldots l_g} \prod_{k=g+1}^{n} a_{l_k \ldots l_{k+g}}
\]

(3)

The probability \( P(w | C, \zeta) \) is reduced to probabilities for the observation of single words \( w_j \) depending only on the actual assignment to the semantic attribute \( C_j \). With these assumptions the probabilistic semantic analysis problem is reformulated:

\[
P(w | C) = \sum_{\zeta} P(\zeta) \prod_{j=1}^{n} P(w_j | C_{\zeta(w_j)})
= \sum_{l_1, l_2, \ldots, l_n} a_{l_1} \cdot a_{l_1 l_2} \cdot \ldots \cdot a_{l_1 l_2 \ldots l_g} \prod_{k=g+1}^{n} a_{l_k \ldots l_{k+g}} \prod_{j=1}^{n} P(w_j | C_{l_j})
\]

(4)

The parameters to be estimated for the stochastic model are the conditional probabilities for the elements of the assignment vector \( a_{l_k \ldots l_{k+g}} \) and the probabilities \( P(w_j | C_{\zeta(w_j)}) \) for observing word \( w_j \) under the assumption of assigning it to the attribute \( C_{\zeta(w_j)} \). As the assignment \( \zeta \) is hidden in our training data, we use the Expectation–Maximization algorithm (cf. [1]). As result we obtain iterative estimation formulas for the necessary parameters. These estimation formulas can be found in [5, 6]. Setting the statistical dependency to order \( g = 1 \) the well known Baum–Welch re-estimation formulas for HMM are derived. If we increase the statistical order \( g \) a generalized version of HMM is formalized. Probabilities are computed with a generalized forward-backward algorithm. The most likely state sequence, which gives the semantic segmentation for a word chain \( w \) and along with that the set of semantic attributes \( C \) results from a generalized Viterbi algorithm.
3 Annotation Scheme and Baseline Experiment

The data we use for our experiments is collected with the automatic dialog system EVAR. This system answers questions on train timetables for German Intercity connections and is hooked to a public telephone line (Tel. +49/9131/16287). The EVAR system and the data are described in [2]. In this section we first describe the annotation scheme we use which is a quick and easy method to create the necessary training material. In the second part we report about the baseline experiment and the obtained recognition results.

All dialogs performed by EVAR are recorded and information like the recognized word chain or the text of the synthesized answer is stored. The speech signals are then transcribed off-line, i.e. it is annotated what really was spoken. The semantic we annotate is derived from this spoken word chain. We defined a set of about 30 different semantic attributes to be distinguished in the users’ utterances. We consider only those parameters as semantic attributes which influence the system’s reaction. For example time and date expressions are important for the system to give the correct information. Also positive or negative feedback are regarded as semantic attributes because of their influence on the ongoing dialog. In contrast the caller’s name or the reason why someone wants to travel by train is obviously unimportant and therefore neglected in the semantic annotation. The resulting semantic is independent of the dialog context.

The same word sequence \( w \) has always the same semantic annotation regardless of the yet collected information or the actual system dialog step. For example if the system asks ‘Where do you want to leave?’ often an answer with a city name e.g. ‘Hamburg’ is observed. Then only ‘city:Hamburg’ is annotated as being the semantic content. Taking the dialog context into account it is obvious that the named city is the departure city (‘source:city:Hamburg’). The semantic annotation for a spoken word chain \( w \) is the semantic described as the set of semantic attributes \( \mathcal{A} \). As we do not need the explicit alignment of semantic attributes to words this annotation can be done without linguistic knowledge. This approach of describing the semantic is similar to the one described in [7] with semantic concepts.

For our experiments the 30 different semantic attributes we annotate are clustered together in the following twelve classes:

1. SOURCE\( \text{CITY} \) departure city
2. GOAL\( \text{CITY} \) arrival city
3. CITY cities not in 1 or 2
4. MARKER parts with influence on dialog e.g. yes
5. RELDAY dates in relative manner e.g. tomorrow
6. SPECIAL legal holidays e.g. Christmas
7. DATE dates not in 5 or 6
8. TRAINTYP type of train e.g. IC or ICE
9. POFDAY time as part of day e.g. in the morning
10. RELTIME time in relative manner e.g. later
11. TIME time not in 9 or 10
12. NIL parts semantically irrelevant
As training set we have 10207 sentences along with their semantic annotation. Due to the dialog strategy some of the sentences are very frequent. For example, the requested confirmation of parameters for the database query are very often answered with a 'yes' or 'no'. In the training data there are 3977 different sentences. As test set we choose another 4952 sentences collected with EVAR where 2539 are different. Some sentences in the test set are also included in the training set but 2421 sentences are unseen. In training and test set there are 1682 different words which serve as observables for the probabilistic model.

Each attribute to be recognized is represented by one state in our probabilistic model. All states are connected with each other. If we set the statistical dependency to $g = 1$ we have an ergodic HMM. The output probabilities are discrete distributions over the words in the lexicon. As the EM algorithm has only local optimality and a slow convergence we have to choose the initialization of the probabilities for our introduced method carefully. The transition probabilities representing the conditional probabilities for the assignment function are uniformly initialized for the baseline experiment. The output probabilities are simply relative frequencies of words’ occurrences. We take all sentences from the training set where the modeled semantic attribute is observed and count the words therein. We start to counting at 1 to avoid a probability of value 0.

Using this modeling technique and the described initialization methods we obtain the recognition results shown in Table 1. The percentages give the recognition accuracy, i.e. we count all sentences as error where either an attribute is deleted or inserted. Therefore the number of deletions plus the number of insertions is higher than the number of wrong sentences. If we have both, a deletion and an insertion in one word chain, we only have one erroneous sentence. Within this evaluation scheme the question arises if an insertion error should be judged as expensive as a deletion because in the next step after recognizing the semantic attributes we have to extract the corresponding values (e.g. the real spoken city name for the database query). In this step an insertion error can be discovered and repaired but a deletion error not. In the moment we are counting deletions and insertions to scale our model’s performance.

<table>
<thead>
<tr>
<th></th>
<th>HMM</th>
<th>G2HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate sentences</td>
<td>2843</td>
<td>2867</td>
</tr>
<tr>
<td>Wrong sentences</td>
<td>2109</td>
<td>2095</td>
</tr>
<tr>
<td>Accurate detections</td>
<td>57%</td>
<td>58%</td>
</tr>
</tbody>
</table>

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentences</td>
<td>2068</td>
<td>2068</td>
</tr>
</tbody>
</table>

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Deletions</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentences</td>
<td>663</td>
<td>671</td>
</tr>
</tbody>
</table>

Table 1. Accuracy and number of errors of the baseline experiment with statistical dependency of order $g = 1$ (HMM) and order $g = 2$ (G2HMM) with twelve semantic attributes.
4 Methods and Results

The baseline experiment proves the capability of our approach to perform the task of semantic analysis. In this section we introduce and examine some methods which support our statistical model in semantic analysis. Employing a method on its own gives only small improvement in recognition rate. The impressive supporting power of these methods turns out when they are applied in combination.

4.1 Categorial System

The first method we use is well-known in language modeling and estimating word occurrence probabilities from small data sets. We use a system of categories which partitions the lexicon, i.e. each word belongs to one and only one category. These categories are built considering syntactic and semantic constraints. In our experiments we use two different categorial systems, the first one with 220 categories which serve as observables for the statistical model. For the second system we only use 13 different main categories taken from the first categorial system like 'CITYNAME' or 'WEEKDAY'. The words that do not belong to one of these categories build their own category. This output alphabet consists of 1089 observables. We still initialize the transition probabilities uniformly and the output probabilities as relative frequencies, but we reduced the size of the lexicon. For the experiments with category systems the results are shown in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>220 Observ.</th>
<th>1089 Observ.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HMM</td>
<td>C2HMM</td>
</tr>
<tr>
<td>Acc. sent.</td>
<td>3111</td>
<td>3122</td>
</tr>
<tr>
<td>Wrong sent.</td>
<td>1841</td>
<td>1830</td>
</tr>
<tr>
<td>Acc. Detec.</td>
<td>63%</td>
<td>63%</td>
</tr>
</tbody>
</table>

Table 2. Accuracy and number of errors of the experiments using categorial systems

4.2 Initial Output Probabilities

In the next experiment we change the initialization method for the output probabilities. As described in section 3 we use relative frequencies of words by counting the words that are observed besides a special attribute and we start to count at 1. In this approach we start to count at 0 because if a word \( w_j \) is never seen in combination with the attribute \( C_i \) we want to avoid explicitly the assignment of this attribute in the analysis phase. Giving the word \( w_j \) the output probability
\( P(w_j \mid C_i) = 0 \) realizes this. The recognition results of this experiment using again the complete word lexicon of 1682 words without categories are shown in Table 3.

<table>
<thead>
<tr>
<th></th>
<th>HMM</th>
<th>G2HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate sentences</td>
<td>2918</td>
<td>2913</td>
</tr>
<tr>
<td>Wrong sentences</td>
<td>2034</td>
<td>2039</td>
</tr>
<tr>
<td>Accurate Detections</td>
<td>59%</td>
<td>59%</td>
</tr>
<tr>
<td>Sentences</td>
<td>1973</td>
<td>1966</td>
</tr>
<tr>
<td>Insertions Sentences</td>
<td>778</td>
<td>875</td>
</tr>
</tbody>
</table>

Table 3. Accuracy and number of errors of the experiments starting the count for the relative frequencies for the initial output probabilities at 0.

4.3 Initial Transition Probabilities

When we take a brief look at the results obtained in the experiments described in sections 4.1 and 4.2 we see that a lot of insertion errors occur. This is partially due to the fact that our transition probabilities are uniformly initialized. Then the decision for the best assignment is only guided by the output probabilities. Additionally, the EVAR database proves that attributes have a minimum length in number of words that is needed to express the attribute. For example, it is impossible to express a departure city by only one word which then has to be the name of the city. There must be at least one additional word (e.g. 'from') indicating the special semantic meaning. Therefore, attributes have characteristic length distributions counted in number of words. We could introduce some simple length modeling in our statistical model by initializing transition probabilities not uniformly but using these distributions. The results of this initialization scheme are reported in Table 4. Obviously the improvement is due to the fact that the number of insertions is decreasing.

4.4 Combinations

The introduced methods are now combined together to get the optimal recognition results in the borders of the yet examined methods. The best accuracy rate we obtain is reported in Table 5. For this experiment we:

- start counting for relative frequencies at 0,
- use the categorial system with 220 classes,
- use initial transition probabilities for length modeling.
Table 4. Accuracy and number of errors of the experiments with initial transition probabilities used for a crude length modeling of attributes.

<table>
<thead>
<tr>
<th></th>
<th>HMM</th>
<th>G2HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate sentences</td>
<td>3164</td>
<td>3124</td>
</tr>
<tr>
<td>Wrong sentences</td>
<td>1788</td>
<td>1828</td>
</tr>
<tr>
<td>Accurate Detection</td>
<td>64%</td>
<td>63%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Insertions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentences</td>
<td>1299</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Deletions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentences</td>
<td>1347</td>
</tr>
</tbody>
</table>

Table 5. Accuracy and number of error of the experiments with the best recognition results.

<table>
<thead>
<tr>
<th></th>
<th>HMM</th>
<th>G2HMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate sentences</td>
<td>3628</td>
<td>3455</td>
</tr>
<tr>
<td>Wrong sentences</td>
<td>1300</td>
<td>1497</td>
</tr>
<tr>
<td>Accurate Detection</td>
<td>74%</td>
<td>70%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Insertions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentences</td>
<td>812</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Deletions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentences</td>
<td>890</td>
</tr>
</tbody>
</table>

5 Conclusion and Future Work

We present a probabilistic approach for the semantic analysis of word chains and several methods which support the statistical model and improve the performance of the analysis. The problem of finding the semantic of a word chain is formulated in a probabilistic manner. Our statistic model is based on an unknown assignment function for which the statistical parameters are estimated with the EM algorithm depending on the desired statistical dependency. For a dependency of order $g = 1$ the well-know HMM formalism results, increasing $g$ gives generalized versions of HMMs.

We introduce our annotation scheme for the semantic content of a word chain with so called semantic attributes. In the baseline experiment we prove the feasibility of our statistical model. We achieve a semantic attribute accuracy rate of 57% for a statistical dependency of order 1 and 58% for order 2. The following section presents several methods for improving the performance of our model and show their usability. We test categorial systems on the lexicon and several methods for initializing the output and transition probabilities. The methods give only small improvements when applied uniquely but their combination shows impressive results. We achieve the best recognition results of
74% for order $g = 1$ and 70% for order $g = 2$ with the categorial system with 220 classes, initial transition probabilities modeling the length of attributes and starting the count of relative word frequencies at 0.

In the near future we are concentrating on the initial output probabilities. As our statistical model is very sensitive about this initialization we are looking for better methods to be used e.g. 'intelligent' smoothing techniques on the relative frequencies. We are also considering an information theoretical measure like the salience introduced in [4] for a smoothing operation on the output probabilities. Besides that we want to use the semantic annotation as additional knowledge during the training. In the moment we use it only for the initialization of output probabilities.
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