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Abstract

This paper describes several features used in a
system for automatic gait analysis. In most clin-
ical systems markers are used to determine the
trajectories. We use features derived from the
optical flow field to recognize different kinds of
gait like walking, hopping, running, and limping.
This method does not presume any markers. Ev-
ery sequence of images produces a sequence of
feature vectors. These vectors are regarded as
random variables. They are used to train hidden
Markov models for different kinds of gait. The
models are used for gait classification.

1 Introduction

Application of gait analysis can be found in sev-
eral fields, for example medical diagnosis, physi-
cal therapy and sports. It is used to receive in-
formation about gait disorders of patients with
knee or hip pain, or tumors. It is also possible
to control cycles of motion for rehabilitation or
training.

In most medical examination systems the tra-
jectories are determined by markers which are at-
tached to several points of the body. The major
problems using markers are exact positioning and
the shifting of the skin surface when the person
is moving, which causes variations of the marker
positions. Patients also may feel obstructed walk-
ing with stickers all over their body.

The evaluation in clinics is mostly done by the
doctor using his experience. Our aim is to de-
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velop a system which classifies the gait automat-
ically without the use of markers.

Other approaches for action recognition use
just the local motion information for classifica-
tion. [2] computes a binary motion image and a
motion history image to describe the history of
motion in a blurred sequence. [5] computes local
motion statistics in zyt—cells. The feature vector
consists of the summed normal flow in each cell.
The classification of periodic action is done by a
3-D template match. [3] computes features from
the optical flow field. The difference of the phase
of these features in periodic actions are used for
recognizing people by their characteristic gait.

[6] uses the gray level values of rows and
columns in an image sequence or in difference im-
ages to extract features for gesture recognition.
He uses hidden Markov models (HMMs) and a
neural net for classification. [1] obtains 3-D data
of body parts from a stereo blob tracker and clas-
sifies gestures by coupled HMMs.

The approach presented in this contribution
does not presume any markers. We use features
extracted from the optical flow field. To reduce
the effect of background noise we detect the per-
son by the difference of two succeeding frames.
The size of the person is used for normalization.
The recognition is done by hidden Markov mod-
els. In this paper we investigate different kinds
of features and their use for gait classification.

The paper is structured as follows. In section
2 we introduce the approach and describe the use
of hidden Markov models for gait classification.
We give an overview on the system. Section 3
describes the different features we used for exper-
iments which we present in section 4. An outlook
on future work is given in section 5.
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Figure 1: Overview on the system

2 Overview

The system classifies different kinds of gait like
walking, running, hopping and limping without
detecting body parts or using markers. The per-
son is detected in an image sequence using the dif-
ference image of two succeeding frames. A region
where the person is moving is computed. From
the first difference image we obtain the size of
the person. An image and the used sub image
are shown in Figure 2.

The extraction of image features is done by the
optical flow field. We compute several features
which are described in the following section. We
extract one observation vector from two succeed-
ing frames, so N + 1 images lead to N vectors.
The dimension of the vectors is determined by
the number of extracted features.

The observed feature vector in the n—th frame
is denoted by o,, so the whole observed se-
quence will be described by a random variable
O = <01, ..
odic and a translatoric component, but only the
periodic component will be used for classification.
One period of walking consists of a left and a
right step. A sequence usually consists of more
than two steps.

The classification is done by hidden Markov
models [4]. We use discrete HMMs. The out-
put vectors o, are quantized before training the

.,on). Human gait contains a peri-

HMMs and testing the sequences. The HMMs
(m, A, B) consist of I states S = {S1,...,51}.
In the training phase the initial state probability
m, the state transition probability matrix A and
the output probability B are computed. We con-
sider HMMs of degree one, the actual state just
depends on the preceding state.

For every kind of gait Q,, k = {1,...,4}, one
HMM is trained. In the classification phase the
probabilities for each HMM to generate the ob-
servation sequence are computed and maximized,
which means argmax, p(O|(m, A, B),) has to be
found. This is the optimal classifier if we consider
the apriori probability as equal for all classes.

3 Features

For classification of gait without determine the
speed of someone walking, we use periodic fea-
tures. We compute several features and use com-
binations of them for the classification. All of
them are derived directly from the optical flow
field and the difference image. In order to reduce
background noise only the region of the image
where someone moving is detected is taken into
consideration.

The velocity vector v(z,y) consists of compo-
nents in z— and y—direction which are denoted



Figure 2: Image of a walking person. The sub
image shown by the box is used for feature ex-
traction.

u(z,y) and v(z,y). The mean of these vectors is
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The kinetic energy depends on the square of
the velocity and we consider the mass of the per-
sons to be distributed equally. Another feature is
the mean of the energy
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The center of gravity of the velocity and the
energy is denoted as
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It varies more if for example the foot is moving
fast and the trunk does not move and less if the
whole body moves slowly.

We also consider the main direction which
varies in the whole sequence periodically
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Figure 3: Flow image of a walking person. Three
regions in y—direction are shown.

Other features are computed by dividing the
region of a person into several sections along the
x— or the y— axes and compute the features for
every region. This results in more features per
sequence and a higher dimensional feature vector.
An example for 3 regions in y—direction is shown
in Figure 3. The vector image is computed from
the sub image in Figure 2. Using the mean of all
three regions we get a six dimensional vector.

All features described above are periodic, but
there is one disadvantage: they depend on the
distance of the person to the camera. The flow of
someone walking with the same speed in different
distances parallel to the camera will be different
in each case. A small person also moves with
smaller displacements of his body parts than a
large one. A normalization concerning the size of
a person is needed.

The normalized features of the mean depend
on the size of the person which is denoted by G
and is derived from the first difference image of
the sequence. The mean and scattering become

S
G’ G’
= g =2

The feature describing the center of gravity
should be invariant against shifting the image in



recognition rate
i, v 42 %
', v 55 %
Whin 51 %
Wi 51 %

Table 1: Recognition rates for normalized and
non-normalized features

y—direction, so this is also taken into considera-
tion. yq is the y—coordinate of the foot, the lowest
detected point of a person,
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4 Experiments

We performed experiments with 243 sequences of
18 different persons. 64 of them show someone
walking, 52 limping, 64 hopping and 63 running.
The persons have different size and different dis-
tances to the camera. We trained several HMMs
for every kind of gait, with different training sets.
So every sequence was tested with a HMM not
containing the sequence itself.

Table 1 shows the effects of normalization. Us-
ing the mean of the x— and y-component of
the vector field, the recognition rates increase
from 42 % to 55 %. Using non—normalized fea-
tures results in person dependent and distance—
dependent recognition. Small people and persons
in large distance to the camera are for example of-
ten detected as limping. The kinetic energy does
not show this effect.

The results for other features are shown in
table 2. Regarding just the scattering without
the mean of the velocities does not include much
information on the motion. Combining several
features results in the highest recognition rates.
This will be taken into consideration by dividing
the region into more than 3 regions.

5 Future

The flow field we used is very dense, but it has the
disadvantage that there is smoothing in space.
This means that different body parts moving into
different directions cannot be distinguished in the
field. We will perform experiments with other

recognition rate
tan ¢ 57 %
S, S, 43 %
Ys, v YS,wiin 56 %
u1,v1, U2, V2, U3, U3 55 %
12767‘5’1,1)‘5’1,}7y5,‘v‘7y5,wkin 63 %

Table 2: Recognition rates for several features

kinds of vector fields. It is also necessary to use
more sequences of images of different people to
cover the wide variety of human gait.
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