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ABSTRACT

In this paper, we present an integrated approach for recognizing
both the word sequence and the syntactic-prosodic structure of a
spontaneous utterance. The approach aims at improving the per-
formance of the understanding component of speech understand-
ing systems by exploiting not only acoustic and syntactic infor-
mation, but also prosodic information directly within the speech
recognition process. Whereas spoken utterances are commonly
modelled as unstructured word sequences in the speech recog-
nizer, our approach includes phrase (or clause) boundary infor-
mation in the language model, and provides HMMs to model
the acoustic and prosodic characteristics of phrase boundaries
and disfluencies. This methodology has two major advantages
compared to pure word–based speech recognizers. First, addi-
tional syntactic information is determined by the speech recog-
nizer which facilitates parsing and resolves syntactic and seman-
tic ambiguities. Second, the integrated model yields significantly
better word accuracies than the traditional word–based approach.

1. INTRODUCTION

In spoken language, especially in spontaneous speech, prosodic
boundaries are of similar importance for understanding an utter-
ance as punctuation marks are in written language. Words which
“belong together” from the point of view of meaning are grouped
into prosodic phrases, and it is widely agreed upon that there
is a high correspondence between prosodic and syntactic phrase
boundaries [13, 5].

Prosodic boundaries are often marked by silence periods, and
sometimes by filled pauses, such as “uh”, and they are usu-
ally indicated by specific energy and fundamental frequency (F0)
contours and by durational variations of the surrounding sylla-
bles [4]. Also, as punctuation marks in written language, they are
partly indicated by word order.

In automatic speech understanding, this information may be im-
portant even in the context of a comparatively simple application,
such as an automatic train timetable information system. Con-
sider, for example, the following user utterances:

U1: Of course not on Monday.
U2: Of course not. On Monday!
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The question whether a prosodic phrase boundary occurred after
the word “not” is of considerable importance for the semantic in-
terpretation of the word sequence and for determining the next
system utterance. Depending on the phrasing, one of the follow-
ing two utterances may be appropriate:

S1: What day would you like to travel?
S2: You would like to travel on Monday?

Selecting the wrong response (S1 for U2, or S2 for U1) will most
certainly annoy the caller and will probably make her/him hang
up.

It might be argued that the correct interpretation of the word se-
quence could also be determined without prosodic information,
if the dialogue history is taken into account. Depending on the
previous system utterance, at least one of the two above interpre-
tations could be declared illogical. This involves a considerable
amount of higher–level knowledge and “intelligent” processing,
however, whereas prosodic information in the speech signal can
directly resolve the ambiguity. Furthermore, there is no reason to
ignore information that may without a doubt contribute to finding
the correct semantic interpretation, even if a sufficiently intelli-
gent dialogue module is available [5, Sec. 8.4].

The first speech understanding system to really integrate prosodic
information into the understanding process is the German VERB-
MOBIL speech–to–speech translation system for appointment
scheduling dialogues [12, 2]. In the VERBMOBIL prototype,
prosodic information is calculated on the basis of the speech sig-
nal and the word recognition result. This information is used in
various system modules, mainly for resolving syntactic and se-
mantic ambiguities, and has been shown to significantly improve
the total system performance [5]. For example, VERBMOBIL is
able to provide different English translations for German utter-
ances that contain the same word sequence but are prosodically
distinct [5]:

Ja zur Not geht’s auch am Samstag.
(Well, if necessary, Saturday is also possible.)

Ja. Zur Not. Geht’s auch am Samstag?
(Okay. If necessary. Is Saturday possible as well?)

Speech recognition and prosodic analysis are performed in two
separate modules, however, and the speech recognizer itself is
only concerned with finding an optimal sequence of words (or a
word graph, a graph of competing word hypotheses) that covers
the whole speech signal. That is, the prosodic and the syntactic
structure of the utterance are neither determined nor taken into
account by the speech recognizer. The basic structure of the word
recognition and prosody classification modules in VERBMOBIL is
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Figure 1: The sequential approach to word recognition and
prosody classification that has been successfully applied in the
VERBMOBIL speech–to–speech translation system [5, 4] and the
integrated approach proposed in this paper.

depicted in Figure 1 (a).

We believe that syntactic-prosodic boundary information is also
useful in an earlier stage of spontaneous speech processing. It
is well known that state of the art speech recognizers are based
on two sources of knowledge: acoustic information and language
model information. Statistical language models provide the prob-
ability of a given word sequence based on a rather simple model:
it is assumed that a spoken utterance is an unstructured sequence
�����������
	�	�	 �� of words. Obviously, this is not the case. It is in-
tuitively clear that words at the beginning of a new phrase corre-
late less strongly with the last word of the preceding phrase than
words within the same phrase.

A similar effect has also been found in the neighborhood of filled
pauses [9]. As a consequence, a language model for spontaneous
speech is proposed in [10], where different types of disfluencies
(filled pauses, repetitions, and deletions) are predicted, and prob-
abilities of following words are estimated on the basis of the flu-
ent word sequence that was supposedly intended by the speaker.
This approach, however, did not have a significant impact on the
recognition accuracy. One of the reasons for this result is noted
in [10]: phrase (or clause) boundaries grossly violate the assump-
tions of the proposed model, because filled pauses strongly corre-
late with boundaries of linguistic segments. Thus, ’cleaning up’
the surrounding words to remove the disfluency can be counter-
productive.

In our approach, phrase boundaries are directly integrated into
the language model, and filled pauses are allowed to occur in two
different functions: Either they are syntactically insignificant and
thus ignored in the language model (’clean–up’), or they occur
at phrase boundaries. Furthermore, phrase boundaries are also
allowed to occur at fluently spoken word–word transitions. The
fact that a word is separated from its predecessor by a phrase
boundary should contribute a great amount of information when
language model probabilities are calculated, while the preced-
ing word is less significant. By integrating models for syntactic-

prosodic phrase boundaries into the word recognizer and into the
statistical language model, the word recognizer can incorporate
information about the structure of the utterance. An integrated
model of sequences of words and boundaries allows for a dis-
tinction between word transitions across phrase boundaries and
transitions within a phrase, which is an obvious advantage.

An entertaining but representative example that clearly shows the
advantages of an integrated processing of word information and
prosodic information as proposed in this paper is given in [7]:

A: What is that in the road ahead?
B: What is that in the road? A head?

Here, not just the semantic interpretation, but also the word se-
quence depends on the prosodic structure of the utterance. That
is, if prosodic information is taken into account in this example, it
will be considerably more helpful if it is integrated into the word
recognition process.

In phrase boundary recognition experiments based on word
recognizer results, it has been shown that prosodic features
can significantly improve the detection accuracy of syntactic
phrase boundaries compared to a pure language model based ap-
proach [5]. This is especially the case with syntactically ambigu-
ous boundaries, as in the above example utterances. In this pa-
per, we investigate how prosodic information can be incorporated
into our integrated approach to recognize words and syntactic-
prosodic boundaries. In earlier experiments, only the baseline
mel–cepstral feature set has been used, and no additional prosodic
information has been incorporated [3].

As the feature set used for our separate boundary classifier is not
suitable for the system architecture of the integrated word–and–
boundary recognizer, we developed new frame based prosodic
feature sets that incorporate information on the fundamental fre-
quency and energy contours as well as durational information.
These features are used as input to an ANN in order to calcu-
late the prosodic probability of a phrase boundary for each time
frame. The resulting probabilities are then utilized as a second
input stream to the HMM based recognizer, in addition to the
acoustic–phonetic probabilities that are based on a cepstral fea-
ture vector and a Gaussian codebook. Thus, the integrated recog-
nizer combines three sources of information: acoustic–phonetic
information, prosodic information, and language model informa-
tion.

The remainder of this paper is structured as follows: In Section 2,
we briefly describe the phrase boundary labelling system that was
used as a basis of our experiments. In Section 3, the treatment
of phrase boundaries during training and recognition in our ap-
proach is described. In Section 4, a hybrid HMM–MLP system
architecture is presented that incorporates prosodic features into
the recognition process. The prosodic feature sets employed in
our experiments are described in Section 5. The training proce-
dure of the hybrid speech recognizer is then discussed in Sec-
tion 6. Finally, experimental results are given in Section 7. The
paper closes with a brief summary of the main results.

2. SYNTACTIC-PROSODIC
BOUNDARIES

Starting point for the annotation of our material with syntactic–
prosodic labels was the assumption that there is a strong – albeit
not perfect – correlation between syntactic phrasing and prosodic



phrasing, cf. [7, 11, 8]. This assumption could be corroborated
earlier in experiments with German read speech where similar la-
bels could be used successfully for the training of prosodic clas-
sifiers, cf. [6]. In order to save time, we annotated these bound-
aries only using the written word chain. The ‘syntactic-prosodic’
boundaries relevant for our present purpose – we called them M3-
boundaries – are those syntactic boundaries that are expected to
be marked prosodically, as can be seen in the following example:

perhaps I should first introduce myself M3 my name is Lerch

In the VERBMOBIL data, the average length of a prosodic phrase
between two M3-labels is 5.4 words, while the average turn
length is 22 words. Details on the data used in our experiments
are given in Section 7. More details on our labelling scheme can
be found in [1].

3. BASIC APPROACH

The basic idea behind our approach is that phrase boundaries
should be treated in the language model (LM) in a similar fash-
ion as words. Thus, we provide a language model category (or
word class) for phrase boundaries in the � –gram LM, and we pro-
vide HMMs to model the acoustic and prosodic characteristics of
phrase boundaries.

In [5], it has been shown that the syntactic-prosodic boundaries
often happen to occur in combination with non-verbal noises,
pauses or filled pauses. This makes it desirable to exploit the
information that is provided regarding the correlation between
boundaries on the one hand and pauses, filled pauses, and non–
verbals (NV) on the other hand. Thus, we incorporate this in-
formation by training suitable LM category emission probabili-
ties for different non–verbal phenomena which occur at phrase
boundaries.

Furthermore, we assume that silence periods and non–verbals
within phrases and across phrase boundaries can be discrimi-
nated based on acoustic and prosodic information. Thus, differ-
ent HMMs are trained for pauses and non–verbals within phrases,
and across phrase boundaries. For example, two different HMMs
are used for the two occurrences of the filled pause ’uh’ in the
utterance

From Munich uh I want to travel on uh Saturday.

The first ’uh’ is modelled by the specific boundary model named
’M3-uh’, which is trained on all occurrences of ’uh’ at phrase
boundaries, and the second ’uh’ is trained on all occurrences of
’uh’ within phrases.

We train HMMs for several combinations of boundaries and non-
verbals, and include them in the statistical language model ac-
cording to their syntactic function: Non–boundary models for
pauses and non–verbals are skipped in the language model and
boundary models are treated like words, both during training and
decoding.

A special situation arises in the case of a phrase boundary that
does not correspond to a filled pause or a non–verbal. Here, we
provide a one–state HMM that always consumes one time frame.
By consuming one time frame, the recognizer can incorporate
information on the acoustic and prosodic characteristics of this
type of phrase boundaries. This HMM is also included in the
phrase boundary LM category.

During the word recognizer search procedure, several different
situations have to be taken into account at transitions from word
��� to word ����� � . The word recognizer implicitly makes a de-
cision for the most probable alternative, based on the language
model scores and on the acoustic and prosodic scores of the word
and boundary HMMs involved (In the following, we only con-
sider the bigram scores; the higher order language model scores
are calculated accordingly):

1. If no boundary or non-verbal is hypothesized, the bigram
score ��� ����� �	� ����
 is used.

2. If a M3 boundary is hypothesized (possibly represented by
a M3 silence model or a M3 non-verbal model), the bi-
gram scores ��� M3 � � � 
 when entering the M3-model and
��� ����� �� M3 
 when entering ����� � are employed.

3. If no boundary, but a non-verbal (NV) or silence period is
hypothesized, the constant unigram probability ��� NV 
 is
used when entering the NV–model, and ��� ����� �� ����
 when
entering ����� � . Thus, non-verbals or silence periods that do
not mark syntactic boundaries are treated as random events
that do not depend on the surrounding word context. Con-
sequently, they are ignored when the probability of the fol-
lowing word is calculated.

The search algorithm of the recognizer (e.g. beam-search or ���
search) will now determine the optimal sequence (or word graph)
containing words and boundaries.

4. SYSTEM ARCHITECTURE

The proposed approach can be used with any state–of–the–art
HMM–based speech recognizer, irrespective of the specifics of
the HMM topology, the type of density, or the decoding algo-
rithm. Only some slight modifications to the decoding algorithm
might be necessary, to allow for the treatment of syntactically
irrelevant silence–periods and non–verbals as described above.
Even without additional prosodic information, the integration of
phrase boundaries into the recognition process has been shown to
yield improved word accuracies for spontaneous speech recogni-
tion [3].

It is our goal, however, to incorporate additional prosodic infor-
mation into the approach. Prosodic information, e.g. movements
of the F0 contour, can help to improve the detection of phrase
boundaries, which implicitly — via the statistical LM — might
also improve the word accuracy. Furthermore, ambiguous bound-
aries can only be reliably classified if prosodic information is
taken into account, which is especially important when the oc-
curance of a prosodic boundary has an impact on the semantic
interpretation of an utterance.

In preliminary experiments, a direct integration of prosodic fea-
tures into the feature vector used by the word recognizer did not
yield any improvement. Instead, there was even a significant
decline in word accuracy. The probable reason for this lies in
the complex distributional properties of features that are derived
from prosodic parameters, such as the second derivative of the
F0, which could not be accurately modelled by the Gaussian dis-
tributions employed in our word recognizer.

We have therefore developed a hybrid architecture that indepen-
dently processes acoustic–phonetic and prosodic information on
a level close to the signal. Both streams of information are then
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Figure 2: Proposed architecture of an MLP–HMM hybrid sys-
tem for integrated classification of prosodic boundaries using ad-
ditional prosodic features.

combined during the recognition process. Acoustic–phonetic in-
formation (i.e. mel–cepstral coefficients and their first deriva-
tives) are processed as in our baseline SCHMM recognizer. This
involves a soft vector quantization on the basis of a Gaussian
codebook. Acoustic–prosodic features are used as input to a
multi–layer perceptron (MLP), which estimates the probability
of a prosodic boundary in the current frame. The architecture is
depicted in Figure 2. The dashed arrow indicates that informa-
tion extracted from the stream of vector quantization results, e.g.
durational information, may be included in the prosodic feature
vectors. The two input streams of the word recognizer are treated
as stochastically independent during the calculation of the HMM
probabilities. A prosodic weight factor (similar to the linguistic
weight factor for LM probabilities) is introduced to allow for a
balancing of acoustic and prosodic information.

5. PROSODIC FEATURES

The following acoustic parameters are considered to be the most
valuable for the classification of prosodic information in ASU [4,
p. 67]:

� energy (the acoustic correlate of loudness),
� the fundamental frequency F0 (the acoustic correlate of

pitch),
� pause-length,
� and phone duration.

Although there are obviously strong interdependencies between
acoustic-phonetic and acoustic-prosodic information, we find it
helpful to use the terms acoustic–phonetic feature and acoustic–
prosodic feature. The purpose of acoustic-phonetic features is
mainly to incorporate segmental, phonetic information over a
short period of time; typically this time is in the order of the
mean phoneme duration (about 70ms). Acoustic–prosodic fea-
tures cover suprasegmental information that is generally included
in significantly larger portions of the speech signal, typically one
or more syllables or words, or even a whole utterance.

As mentioned above, in the VERBMOBIL system, prosodic fea-
tures are calculated based on a time alignment of the word recog-
nition result [5]. This approach is now commonly used, because
it allows for the incorporation of information about the position
of word and syllable boundaries, and for a normalization of the
features based on word, syllable, or phoneme information. Un-
fortunately, this type of feature is not suitable for the integrated
approach of recognizing words and prosodic information in one
step, for the simple reason that no recognition result can be avail-
able before the recognition process even started. Instead, an in-
cremental calculation of features should be possible without hav-
ing to wait for the end of an utterance. Furthermore, all prosodic
features have to be calculated frame–based, and only based on
the speech signal (or on information that can be derived from
the speech signal efficiently and incrementally, such as the vec-
tor quantization result). Thus, we developed a number of frame
based suprasegmental features which incorporate specific move-
ments of prosodic parameters. These may indicate the occurrence
of prosodic events. For example, it is worth looking at, whether
the second derivative of the fundamental frequency, calculated
over a fixed–sized window of one or two seconds, gives hints on
the position of prosodic boundaries.

One of the prosodic feature sets that was used for our experi-
ments, which is exclusively based on F0 information, is shown in
Table 1. Alternatively, we employed a set of 64 features which
also included features calculated on the basis of the energy con-
tour, in a similar fashion. As yet, no experiments have been per-
formed which explicitly include durational information. We are
currently developing methods for extracting durational informa-
tion from the result of the soft vector quantization. Obviously,
this stream of symbols (with corresponding probabilities) can be
used to detect lengthenings and variations in the speaking rate.
For this purpose, we calculate a number of values over fixed size
windows, such as the average number of frames the best–scoring
codebook class stays in the first position. These values, divided
by similar values calculated over a significantly larger time inter-
val, can then be included in the prosodic feature set.

6. MLP AND HMM TRAINING

It is not straightforward to define the optimal output of the MLP
in the hybrid architecture described above. Ideally, it should
provide the phrase boundary probability 1.0 for frames that are
associated with a boundary HMM, and zero for non–boundary
frames. This is not feasible, however, because prosodic bound-
aries cannot realistically be associated to one single time frame.
Instead, indications for a prosodic boundary should also be ex-
pected in the surrounding frames. Restricting the MLP training
set for the phrase boundary class to the comparatively small set
of time frames which are directly associated to a boundary HMM
is certainly sub–optimal.

Our solution to this problem is to define a heuristic goal func-



� � ��� ��� 
 ���
at time �� � � � �� � ��� 
 delta coefficient at � with context of

10 frames into the future and into the
past��� ��� � �� � �	� 
 delta delta coefficient at � with con-
text of 10 frames into the future and
into the past��
 � � �� � ��� 
 delta coefficient at � with context of
20 frames into the future and into the
past��� ���� � �� � ��� 
 mean square error of

���
and

���
re-

gression line within a 40 frame con-
text centered at ���� ��� � �� � � � 
 delta delta coefficient at � with con-
text of 20 frames into the future and
into the past��� � 
��� � � � 
 delta coefficient at � with context of
40 frames into the future and into the
past��� ���� 
��� � ��� 
 mean square error of

���
and

���
re-

gression line within a 80 frame con-
text centered at ���� ��� 
��� � �	� 
 delta delta coefficient at � with con-
text of 40 frames into the future and
into the past� � � � ���� � ��� 
 delta coefficient at � with context of
80 frames into the future and into the
past� ��� ���� ���� � ��� 
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Table 1: A set of 12
���

-based features used to incorporate
suprasegmental information. All features are based on

���
val-

ues that were first transformed on a logarithmic scale and then
linearly interpolated in unvoiced parts of the signal. The frame
length is 10 ms.

tion for the MLP which is based on the cosine function, as de-
picted in Figure 3. Each peak corresponds to the first frame of a
boundary HMM, when a forced alignment of the transliteration
is performed. This goal function is used for training the MLP.
During HMM training, the output of the trained MLP is used.
In the worst case, the MLP output is not correlated with the oc-
curance of boundaries. This should not degrade the recognition
performance compared to a system without prosodic information,
however, because the resulting HMM emission probabilities for
the boundary and non–boundary classes would be close to 0.5 for
all HMM states, which means that the MLP output has no impact
on the recognition result. Nevertheless, any correlation of the
MLP output with phrase boundaries should improve the recogni-
tion results for phrase boundaries, because the HMM emission
probabilities are then trained accordingly. The recognition of
word HMMs is only affected if certain words typically occur in
the neighborhood of phrase boundaries. This effect is expected to
have a positive influence on the word recognition performance.

This goal function was also used for evaluating the performance
of the hybrid word–and–boundary recognizer in the case of an
optimal performance of the MLP boundary classifier (see below).
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Figure 3: The desired output of the MLP classifier, which was
used for training the MLPs, and for the experiments involving
’ideal’ boundary classification performance

In this case, the ideal MLP output is used both during training and
recognition. The latter, of course, is only possible if the position
of phrase boundaries is available for the test sample.

7. EXPERIMENTS AND RESULTS

The experiments reported in this paper have been performed on a
subset of the German VERBMOBIL corpus. The training, valida-
tion, and test samples are shown in Table 2.

sample turns words M3 phrase boundaries
training 11714 258956 36039
validation 48 1044 137
test 268 4783 768

Table 2: Training, validation, and test data. The figures for
phrase boundaries do not contain the trivial boundaries at the be-
ginning or end of a turn.

We use a SCHMM word recognizer with a codebook size of
512 classes. No speaker adaptation is performed and only intra–
word subword models (polyphones) are used. A bigram language
model is employed in the first pass of the recognition process, and
a 4-gram language model in the second pass. The vocabulary size
is 2860 words; 6 additional boundary models were used in the ex-
periments involving phrase boundaries.

The word accuracies are calculated based on the word chain, i.e.
the boundary labels were removed from the recognizer results.
The evaluation of the recognized boundaries is performed in the
following manner: First, an alignment based on the minimum
Levenshtein-distance criterion is performed between the recog-
nized word chain and the reference transliteration. During this
procedure, the boundary labels are treated just like words. Then,
all pairs of hypothesized symbols and reference symbols that in-
clude at least one boundary are used to calculate precision and
recall rates. Note that even a perfect boundary classification will
not result in 100% precision and recall if a certain number of
word recognition errors is present in the recognition result, be-
cause these can lead to a mismatch between the alignment of the
reference and the hypothesized word–and–boundary sequence.

The recognition results are given in Table 3. The baseline word
recognizer does not include any boundary information; silence
periods are ignored in the LM, and filled pauses are treated like
words. This setup has been shown to yield optimal performance
on this data set when no boundary information is available.

The word error rate for the integrated approach without additional
prosodic features is about 4 percent lower than that of the base-
line system. Furthermore, the boundary information is produced



WER Recall Precision
baseline word recognizer 23.8 % — —
integrated w&b recognizer 22.9 % 74.5 % 75.7 %
VM prosodic classifier — 75.1 % 74.7 %
hybrid w&b recognizer 22.9 % 75.7 % 75.3 %
hybrid with ’ideal’ MLP 22.3 % 88.2 % 78.5 %

Table 3: Word error rates (WER), and recall and precision rates
for M3 phrase boundaries.

with a precision and recall rate of about 75% for both. For a com-
parison, we evaluated the prosodic classifier that is integrated into
the VERBMOBIL (VM) system (cf. Section 1) on the word chains
(after removing the boundary labels) that were produced by the
integrated approach

�
. This module uses a MLP classifier based

on a set of 276 prosodic features combined with an � –gram lan-
guage model [5]. The results of this sequential approach are al-
most identical with that of the integrated approach, which, at this
stage, does not make use of any prosodic features.

In the following line, the results for our MLP–HMM hybrid archi-
tecture are given, which is based on a set of 64 prosodic features
calculated on the basis of the energy and F0 contour. No improve-
ment in word accuracy is obtained, but a slight improvement in
the overall M3 classification performance: recall is improved by
1.2 percent, whereas precision is degraded by only 0.4 percent.
This improvement is not statistically significant, however.

To evaluate the approach in the case of an ideal MLP classifier for
M3 boundaries, we used the goal function for the MLP training
both during training and recognition (see Section 6). This result
can be regarded as an upper limit for improvements that can be
achieved by optimizing the prosodic classifier within the given
architecture, and without modifying the word HMMs. The dras-
tic improvement in boundary classification rate is not surprising,
because information about the position of phrase boundaries in
the test sample is incorporated in this approach. Furthermore, a
further relative reduction of word error rate by about 3 percent
is obtained. This result indicates that additional knowledge about
the position of phrase boundaries does improve word recognition,
but it does not do so dramatically.

8. SUMMARY AND CONCLUSION

In this paper, we presented an integrated approach for the recog-
nition of words and prosodic phrase boundaries. Furthermore, we
described how prosodic information can be incorporated into the
approach by employing a MLP–HMM hybrid recognizer and a
frame–based suprasegmental feature set.

The largest relative improvement in word recognition could
be achieved without prosodic information, simply by includ-
ing models for phrase boundaries in the vocabulary, and in the
statistical language model. Introducing a MLP classifier for
phrase boundaries based on suprasegmental energy and F0 fea-
tures slightly enhances the boundary classification performance,
but does not improve the word accuracy. An experiment with
the ideal MLP output indicates that knowledge about the position
of phrase boundaries in the test data only slightly improves the
word accuracy compared to the integrated word–and–boundary

�
These word chains contain less errors than those produced by the

baseline recognizer. We wanted to exclude this source of errors for
the VM prosodic classifier, however, to directly compare the M3 clas-
sification performance with that of the integrated word–and–boundary
recognizer.

recognizer which does not incorporate this information. There
is, however, a large potential of further increasing the boundary
classification performance by enhancing the prosodic feature set.
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