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Abstract

In many applications concerning the analysis
of a human face or of facial features, images
with selectable resolutions are desirable. The
first step of our system is the detection of fa-
cial features. We present a parametric face
model for localization and evaluate the model
by an energy minimization process.

To change the resolution selected by the
user, we need a camera with a calibrated
zooming unit. We present a method to cali-
brate the zoom unit of a camera with pan/tilt
unit. The advantage of the approach is that
the focal length can be related to the stepper
motor setting without any calibration pattern
or knowledge about the scene.

1 Introduction

The processing of face images receives more
and more attention in the field of image anal-
ysis. There are many different problems and
applications which base on the processing of
such images. The tasks of facial image anal-
ysis include the face localization [15, 9], the
recognition of human faces [12, 2, 13|, and
the analysis of mimics or facial expressions
[16, 10, 14]. Applications exist, for instance,
for access control of rooms and buildings [5, 7],
the indexing of police mugshots [3] or medi-
cal tasks [1]. Another important application
results from object—-based image coding and
transmission[6, 8].

*partially funded by DFG, SFB 603 TP B3

The analysis of facial features often utilizes
information about subtle structures inside the
face. It is often helpful to get views of faces
and facial features with determined resolu-
tions. Much more information about a fa-
cial feature can be included in a zoomed view,
than in a view of the whole head. For this pur-
pose we developed an active system to gener-
ate such views.

The following steps are perfomed while gen-
erating a view: A face and the facial features
are localized in an image. The camera per-
forms pan and tilt movements to center the
requested facial feature. A necessary change
of the zoom status is calculated by means of
the actual and the user selected resolution of
the facial feature. For the pan and tilt move-
ments and the change of the zoom status it
is necessary to know the relation between the
incremental status of the zoom unit and the
focal length of the camera.

The organization of this contribution is as
follows: The localization of faces and facial
features will be described in detail in Sect. 2.
An approach to calibrate the focal length of
the camera will be shown in Sect. 3. The sin-
gle components are combined to an active sys-
tem which is described in Sect. 4. Results are
shown in Sect. 5. Finally Sect. 6 summarizes
the contribution and the main results.



2 Localization of Faces
and Facial Features

In our system the localization of faces and
facial features is a model-driven energy—
minimization process. For that four sequen-
tial optimizations are computed. In the fol-
lowing section we present the parametric face
model and describe the optimization process
for the parameter calculation.

Face Model

We assume that the patient’s face is the dom-
inant region inside the image. The back-
ground is expected either to be homogeneous
or a background image is captured prior to
the analysis which is used to part foreground
from background. The localization is exe-
cuted by calculating parameters of the face
model shown in Figure 1. All calculations are
performed on the edge strength part fg of a
Sobel filtered image f. In the following Nx
denotes the horizontal size of the image and
Ny denotes the vertical image size.

2.1

2.2 Localization

The first step is to localize the upper arc of
the face. A ring segment with fixed width Cg
is found in the image which is expected to be
the top of the patient’s head.

There are three parameters which have to
be estimated: the z—coordinate z}, and the y—
coordinate y;, of the origin g} and the radius
Ry, of the arc. We expect much edge energy
between patient and background. That lets us
find the parameters of the circle and of the fol-
lowing part of the model in the edge strength
representation of the original image.

The following equation gives the edge—
energy inside the head arc in the image:
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Figure 1: Parametric Face Model. All shown
parameters are optimized during face localiza-
tion.

The minimization process has to determine
the optimal parameters
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The expression (2) optimizes the ratio of edge
energy to surface for the head arc. C}, is a con-
stant which influences this ratio. The values
of the constants are Cp = 20 and C}, = 1.4.

The optimization is performed by an adap-
tive random search whith a subsequent local
simplex method[4]. To speed up the optimiza-
tion there are restrictions for plausible param-
eters: The parameter z}, can vary form Nx/4
to 3 Nx/4, y, form Ny/4 to Ny/2, and R}
from Nx /10 to Nx/3.

The next step is to localize the ears which
are modeled as rectangles positioned below
the arc of the head. The parameters which
have to be determined are the position of the
origin geg, the width Weg and height Heg of



the ears, and the distance 2Dey between the
two ears.
The equation to calculate the edge—energy is
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and the optimal values can be determined as
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with constant Ceg = 1.4 which influences the
ratio of energy to surface for the ears.

There are anatomic restrictions for the ear
parameters. The origin of the ears gey must
have a lower horizontal distance than R}, /3,
the vertical position of ge5 must be below the
origin of the head arc g}, but with a lower
distance than R} /2. Dea must be between
0.9Ry;, and Nx/3.

The eyes, which are found in the third step,
are modeled as ellipses. The parameter gey =

(xey,yey)T is the position of the origin of
the eyes, Aey and Bey the length of the el-
lipses axis, 2Hey the vertical and 2Dey the
horizontal distance of the eye centers to each
other. We use the following equation to local-
ize them:
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With the following optimization we get the
eye parameters:
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with a constant Cey = 1.4 influencing the ra-
tio of energy to surface for the eyes.

The anatomic restrictions here are: The
horizontal distance of the origin of the eyes
gey must be less than Ry /3, the vertical po-
sition must be greater than y; but lower than
yp, + Bp- Aey and Bey must be lower than
0.4Ry, and Dey lower than Dea. The two eye
regions must not overlap and the eye regions
must not overlap the ears’ regions.

Finally the nose/mouth region is to be
found. It is modeled as a triangle stump
with parameters origin gnm = (Tnm,ynm)”,
height Hnm, length of base line Wnm and the
ratio R,,, of length of base line to length of
top line. In Figure 1 we defined a parameter
Thm as the length of the top line.

The amount of edge strength in the nose
mouth region can be determined by the fol-
lowing equation:
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The optimal parameters are found as
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here with the constant Cnm = 1.2.

The horizontal distance of the origin gnm
must be lower than Dey/3 from gey. The
vertical position must be between yey + 2Dey
and yey +3Dey. Wnm must be between 2Dey
and 3Dey, Tnm between Dey and 2Dey, and
Hnm between Dey and 3Dey

All the restrictions to the optimized param-
eters were imposed because of observations of
anatomic facts. The constants CR, C}, Cea,
Cey, and Cnm which were used for the cal-
culations were determined experimentally by
localization and tracking of patient faces and
facial features in 1000 images.
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Figure 2: View of Calibration scene from the
side whith image plane projected to a line

3 Calibration of a Cam-
era’s Zoom Unit

In this section we present a method to cali-
brate the zoom unit of a camera. The result
will be the a graph that implies the depen-
dency of the focal length of the camera to the
increment status of the zoom unit.

The calibration bases on the fact that, if
the viewing direction of a camera is changed
by a camera rotation around the opical center,
the image points are displaced, and that the
displacement increases when the focal length
increases.

3.1 Calibration Equation

In Figure 2 the parameters for the calibra-
tion are shown. A point Wp, in the world
is mapped to the image point ‘p,. After a
camera rotation of angle o around the optical
center, which can also be interpreted as the
rotation of Wp, to the point Wp, with angle
—a, the result is p,. We calculate the focal
length F' of the camera from the camera ro-
tation angle o and the image points Wp, and
Wp,. The tracking is done with the approach
presented in [11].

The segmented points 'p, and ’p, are first
translated orthogonally to the direction of
line Ip; + A(!p, — Ip,) to the points Ip| =
(Ip, Ip})" and ' = (ip’z,épé) such that the
elongation of line ’p| +\(!p,—Ip}) crosses the
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Figure 3: View of Calibration scene. Viewing
direction parallel camera viewing direction.

principal point (Figure 3). Under the assump-
tion of a pinhole camera all image points lying
on the extension of the line ‘p, + A\(‘p} —'p,)
will be transferred for the same distance ¢
when the camera is rotated by an angle a.

In the following we determine all the pa-
rameters of Figure 3 which are used for the
zoom calibration.

mp2| = ‘wpl mpl‘ (9)
el = iph =1y (10)

Az = [gp1 —
Ay = [ip1 —

I I
yp2 - ypl ipl
VAzZE + Ay?

I, I
_ Zp]. zp2 Ipl (11)

V Az + Ay? !
s=Ip2+1p? - 2
= \/(82)? + (Ay)?
From Figure 2 and Figure 3 the following
equations can be derived:

d =

(12)

(13)

B = arctan (%) (14)

a + ( = arctan <5T+t> (15)
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Figure 4: Result of Zoom Calibration

The substraction of (15) — (14) gives
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and a closed solution for F' can be given:

<t + /12— ds(s + 1) tan(a)2>

(17)
This formula was used to calculated the fo-
cal length of a Sony EVI D31 camera depend-
ing on the status of the zoom unit. In Figure 4
the graph of the resulting function is shown.
One assumption we made was that the cam-
era’s rotation center is the optical center of
the camera. This assumption not valid in re-
ality. In the next section we will consider this
problem.

T2 tan(«)

3.2 Sensibility

The positions of the optical center g, of the
camera and of the center of the camera ro-
tation g, differ in reality. This difference in-
fluences the quality of the calibration of the
zoom unit. The error resulting from this fact
will be quantified in the following.

In Figure 2 the case of a rotation center
equal to an optical center is shown. In Fig-
ure 5 the camera rotation center g, and the
optical center q, differ. The error—free case
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Figure 5: Optical center and rotation center
at different positions
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Figure 6: Variation of displacement

is shown as dashed lines. The difference of
the image point ’p, and the projection in the
error—free case is obvious.

The image point Ip, can be calculated with
the formula

b sing
V1?2 + b2 — 2rbcos gb))
(18)
The graph of the relation of the displace-
ment to r and v is shown in Figure 6. The
focal length is kept constant (1000 pixels), as
well as the distance b between optical center
and object point (200000 pixel) and « (5 de-
gree). At a radius of 10000 pixels the distance
varies by maximally 4.3 pixels or a maximal
error of 5%. That also yields a maximal error
of the focal length of 5%.

Ipy = F tan(y—arcsin(
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Figure 7: Parameters for the calculation of
the pan angle

4 Active System

With the presented modules we implemented
an active system for the generation of face and
facial feature views. The zoom calibration has
to be executed. The starting point is a per-
son sitting in front of the system. With the
information which facial feature to record and
the desired resolution, the views can be gen-
erated.

First, a image with a relative short focal
length is generated. All persons for whom the
recording is done, sit in approximatelly the
same distance to the camera. That makes it
easy to determine a focal length for which the
whole face fits into the image and appears as
the dominant region.

The face is localized by optimizing the
model parameter as described in Sect. 2.
The result are the center of the eyes
Gre = (zey — Dey, yey — Hey)" and qj, =
(zey + Dey, yey + Hey)T and the center of
the mouth gqpp,.

The center of the current facial feature has
to be translated to the center of the image.
This is done by rotation of the pan and tilt
axis of the camera. We assume that a move-
ment of the pan axis will produce a transla-
tion of the image points in z—direction, and
a movement of the tilt axis yields a transla-
tion in y—direction. In Figure 7 the calculation
parameters for the pan axis are shown. The
following equation for the pan axis arises:

(19)

D1
— t z
T = arc an( )

Head 95%
Ears 95%
Eyes 82%
Nose/Mouth | 73%

Table 1: Results of the localization of human
faces and facial features

Figure 8: Face as the dominant image region

and in analogy the equation for the tilt axis:

I
o = arctan(220) (20)
In contrast to the zoom stepper motor, the
pan/tilt motors exhibit a linear relation to the
rotation angles.

The resolution of the current facial feature
is specified in pixels. The new number of pix-
els for the width of the mouth Wnm' or the
diameter of the eye 2Aey' has to be deter-
mined. The new focal length is calculated as

WIlIIl

or F'= Fan,

(21)

and transferred to zoom unit increments by
means of the zoom calibration result.

In the next section we show results which
we obtained while evaluating the system.

5 Experiments

The localization of human faces in im-
ages is performed by a parametric face model
(Sect. 2). The rates of correct localization
of faces and facial features are presented in
Table 1. Every simplex—optimization for the



Head: (mh*, YL Rh*)

(191,123,65)

* * *
Ears: (iﬂea*,yea*,Dea , Wea™, Hea )

(192,144,20,62,93)

Eyes: (zey*,yey”, Dey”, Aey”, Bey", Hey")

(194, 153, 31, 26, 22, 1)

Nose/Mouth: (znm*, ynm*, Wnm", Tnm", Hnm")

(190,229, 63, 31, 43)

Table 2: Computed parameters (see Figure 1) for the real face in Figure 8

Figure 10: Left eye in determined resolution

head, the ears, the eyes, and the nose/mouth
regions are initialized with 5000 parameter
sets. The best 200 are then used for the local
downhill optimization. The calculation times
for the localization are approximatelly 40 sec-
onds per frame.

A human face is the dominant region in Fig-
ure 8. The image was generated with a focal
length of 1022 pixel (~ 8.4mm). The localiza-
tion results are shown graphically in Figure 9
and numerically in Table 2. The system was
directed to generate views of the left eye with
diameter 300 pixels (Figure 10) and of the
mouth with diameter 100 pixel (Figure 11).
The average measured zoom error is less than
5% and the average position error less than 10
pixel.

Figure 11: Mouth in determined resolution

6 Conclusion

We presented an active system for the gener-
ation of views of human face features with a
selectable resolution. Several different steps
were necessary:

For the localization of faces and facial fea-
tures we introduced a parametric model and
fitted it with an energy minimization method
to the image data. With the face model, the
localization of face features can be performed
with a recognition rate of 82% for the eyes and
73% for the nose-mouth region.

We presented a calibration method for a
zoom unit of a camera. The calibration
bases on the observation that image points
are translated when the pan or tilt axis of a
camera is changed by a rotation. The larger
the focal length of the camera is, the bigger is
the translation of the image points. The as-
sumption that the positions of rotation axis of
pan and tilt camera motions crosses the opti-
cal center of the camera is not valid in reality.
This fact yields a systematic calibration error
less than 5% of the total focal length.

The active system combines all the pre-
sented modules. A view of a human face is
recorded. The face and the facial features are
localized. The angles of the pan and tilt units



and the increments of the zoom unit are calcu-
lated and transferred to the camera controller
to generate views of facial features with the
determined resolution.

The system is part of a medical application
for the automatic diagnosis support of facial
paralysis.
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