
Active System To Generate Views Of FacialFeatures With Selectable ResolutionArnd Gebhard� and Dietrich Paulus�University of Erlangen, Chair for Pattern RecognitionMartensstrasse 3, D-91058 Erlangen, GermanyEmail: gebhard@informatik.uni-erlangen.deAbstractIn many applications concerning the analysisof a human face or of facial features, imageswith selectable resolutions are desirable. The�rst step of our system is the detection of fa-cial features. We present a parametric facemodel for localization and evaluate the modelby an energy minimization process.To change the resolution selected by theuser, we need a camera with a calibratedzooming unit. We present a method to cali-brate the zoom unit of a camera with pan/tiltunit. The advantage of the approach is thatthe focal length can be related to the steppermotor setting without any calibration patternor knowledge about the scene.1 IntroductionThe processing of face images receives moreand more attention in the �eld of image anal-ysis. There are many di�erent problems andapplications which base on the processing ofsuch images. The tasks of facial image anal-ysis include the face localization [15, 9], therecognition of human faces [12, 2, 13], andthe analysis of mimics or facial expressions[16, 10, 14]. Applications exist, for instance,for access control of rooms and buildings [5, 7],the indexing of police mugshots [3] or medi-cal tasks [1]. Another important applicationresults from object{based image coding andtransmission[6, 8].�partially funded by DFG, SFB 603 TP B3

The analysis of facial features often utilizesinformation about subtle structures inside theface. It is often helpful to get views of facesand facial features with determined resolu-tions. Much more information about a fa-cial feature can be included in a zoomed view,than in a view of the whole head. For this pur-pose we developed an active system to gener-ate such views.The following steps are perfomed while gen-erating a view: A face and the facial featuresare localized in an image. The camera per-forms pan and tilt movements to center therequested facial feature. A necessary changeof the zoom status is calculated by means ofthe actual and the user selected resolution ofthe facial feature. For the pan and tilt move-ments and the change of the zoom status itis necessary to know the relation between theincremental status of the zoom unit and thefocal length of the camera.The organization of this contribution is asfollows: The localization of faces and facialfeatures will be described in detail in Sect. 2.An approach to calibrate the focal length ofthe camera will be shown in Sect. 3. The sin-gle components are combined to an active sys-tem which is described in Sect. 4. Results areshown in Sect. 5. Finally Sect. 6 summarizesthe contribution and the main results.



2 Localization of Facesand Facial FeaturesIn our system the localization of faces andfacial features is a model{driven energy{minimization process. For that four sequen-tial optimizations are computed. In the fol-lowing section we present the parametric facemodel and describe the optimization processfor the parameter calculation.2.1 Face ModelWe assume that the patient's face is the dom-inant region inside the image. The back-ground is expected either to be homogeneousor a background image is captured prior tothe analysis which is used to part foregroundfrom background. The localization is exe-cuted by calculating parameters of the facemodel shown in Figure 1. All calculations areperformed on the edge strength part fs of aSobel �ltered image f . In the following Nxdenotes the horizontal size of the image andNy denotes the vertical image size.2.2 LocalizationThe �rst step is to localize the upper arc ofthe face. A ring segment with �xed width CRis found in the image which is expected to bethe top of the patient's head.There are three parameters which have tobe estimated: the x{coordinate xh and the y{coordinate yh of the origin qh and the radiusRh of the arc. We expect much edge energybetween patient and background. That lets us�nd the parameters of the circle and of the fol-lowing part of the model in the edge strengthrepresentation of the original image.The following equation gives the edge{energy inside the head arc in the image:Eh = �Z0 Rh+CRZRh fs(xh + r cos�;yh + r sin�) dr d� (1)
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Figure 1: Parametric Face Model. All shownparameters are optimized during face localiza-tion.The minimization process has to determinethe optimal parameters�xh�; yh�; Rh�� =argmax(xh;yh;Rh) Eh� (Rh+CR)2�Rh22 �Ch (2)The expression (2) optimizes the ratio of edgeenergy to surface for the head arc. Ch is a con-stant which inuences this ratio. The valuesof the constants are CR = 20 and Ch = 1:4.The optimization is performed by an adap-tive random search whith a subsequent localsimplex method[4]. To speed up the optimiza-tion there are restrictions for plausible param-eters: The parameter xh can vary form Nx=4to 3Nx=4, yh form Ny=4 to Ny=2, and Rhfrom Nx=10 to Nx=3.The next step is to localize the ears whichare modeled as rectangles positioned belowthe arc of the head. The parameters whichhave to be determined are the position of theorigin qea, the width Wea and height Hea of



the ears, and the distance 2Dea between thetwo ears.The equation to calculate the edge{energy isEea = WeaZ0 HeaZ0 fs(xea + w +Dea; yea + h)+fs(xea + w �Dea; yea + h) dh dw (3)and the optimal values can be determined as(xea�; yea�; Dea�;Wea�; Hea�) =argmax(xea;yea;Dea;Wea;Hea) (EeaDea)Cea(WeaHea) (4)with constant Cea = 1:4 which inuences theratio of energy to surface for the ears.There are anatomic restrictions for the earparameters. The origin of the ears qea musthave a lower horizontal distance than Rh=3,the vertical position of qea must be below theorigin of the head arc qh, but with a lowerdistance than Rh=2. Dea must be between0.9Rh and Nx=3.The eyes, which are found in the third step,are modeled as ellipses. The parameter qey =�xey; yey�T is the position of the origin ofthe eyes, Aey and Bey the length of the el-lipses axis, 2Hey the vertical and 2Dey thehorizontal distance of the eye centers to eachother. We use the following equation to local-ize them:Eey = 2�Z0 1Z0 fs(xey + Aeyr cos�+Dey;yey +Beyr sin�+Hey) ++fs(xey + Aeyr cos��Dey;yey +Beyr sin��Hey) dr d� (5)With the following optimization we get theeye parameters:�xey�; yey�; Dey�; Aey�; Bey�; Hey�� =argmax(xey;yey;Dey;Aey;Bey) Eey�Aey2+Bey24 ��Cey (6)

with a constant Cey = 1:4 inuencing the ra-tio of energy to surface for the eyes.The anatomic restrictions here are: Thehorizontal distance of the origin of the eyesqey must be less than Rh=3, the vertical po-sition must be greater than yh but lower thanyh + Rh. Aey and Bey must be lower than0.4Rh and Dey lower than Dea. The two eyeregions must not overlap and the eye regionsmust not overlap the ears' regions.Finally the nose/mouth region is to befound. It is modeled as a triangle stumpwith parameters origin qnm = (xnm; ynm)T ,height Hnm, length of base lineWnm and theratio Rnm of length of base line to length oftop line. In Figure 1 we de�ned a parameterTnm as the length of the top line.The amount of edge strength in the nosemouth region can be determined by the fol-lowing equation:Enm = HnmZ0 1Z�1 fs(xnm + w (Wnm � hHnm(Wnm � Tnm)); ynm + h) dw dh (7)The optimal parameters are found as(xnm�; ynm�;Wnm�; Tnm�; Hnm�) =argmax(xnm; ynm;Wnm; Tnm; Hnm) (Enm)Cnm(Wnm + Tnm)Hnm2(8)here with the constant Cnm = 1:2.The horizontal distance of the origin qnmmust be lower than Dey=3 from qey. Thevertical position must be between yey +2Deyand yey+3Dey. Wnm must be between 2Deyand 3Dey, Tnm between Dey and 2Dey, andHnm between Dey and 3Dey.All the restrictions to the optimized param-eters were imposed because of observations ofanatomic facts. The constants CR, Ch, Cea,Cey, and Cnm which were used for the cal-culations were determined experimentally bylocalization and tracking of patient faces andfacial features in 1000 images.
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Figure 2: View of Calibration scene from theside whith image plane projected to a line3 Calibration of a Cam-era's Zoom UnitIn this section we present a method to cali-brate the zoom unit of a camera. The resultwill be the a graph that implies the depen-dency of the focal length of the camera to theincrement status of the zoom unit.The calibration bases on the fact that, ifthe viewing direction of a camera is changedby a camera rotation around the opical center,the image points are displaced, and that thedisplacement increases when the focal lengthincreases.3.1 Calibration EquationIn Figure 2 the parameters for the calibra-tion are shown. A point Wp1 in the worldis mapped to the image point Ip1. After acamera rotation of angle � around the opticalcenter, which can also be interpreted as therotation of Wp1 to the point Wp2 with angle��, the result is Ip2. We calculate the focallength F of the camera from the camera ro-tation angle � and the image points Wp1 andWp2. The tracking is done with the approachpresented in [11].The segmented points Ip1 and Ip2 are �rsttranslated orthogonally to the direction ofline Ip1 + �(Ip2 � Ip1) to the points Ip01 =(Ixp01; Iyp01)T and Ip02 = (Ixp02; Iyp02)T such that theelongation of line Ip01+�(Ip02�Ip01) crosses the
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Figure 3: View of Calibration scene. Viewingdirection parallel camera viewing direction.principal point (Figure 3). Under the assump-tion of a pinhole camera all image points lyingon the extension of the line Ip1+�(Ip01� Ip1)will be transferred for the same distance twhen the camera is rotated by an angle �.In the following we determine all the pa-rameters of Figure 3 which are used for thezoom calibration.�x := jIxp1 � Ixp2j = jIxp01 � Ixp02j (9)�y := jIyp1 � Iyp2j = jIyp01 � Iyp02j (10)d = Iyp2 � Iyp1q�x2 +�y2 Ixp1� Ixp1 � Ixp2q�x2 +�y2 Iyp1 (11)s = qIxp12 + Ixp12 � d2 (12)t = q(�x)2 + (�y)2 (13)From Figure 2 and Figure 3 the followingequations can be derived:� = arctan� sF � (14)� + � = arctan�s+ tF � (15)
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Figure 4: Result of Zoom CalibrationThe substraction of (15) � (14) gives� = arctan�s+ tF �� arctan� sF �= arctan0BBB@ tF1 + s(s+ t)F 2 1CCCA (16)and a closed solution for F can be given:F = 12 tan(�) �t+qt2 � 4s(s+ t) tan(�)2�(17)This formula was used to calculated the fo-cal length of a Sony EVI D31 camera depend-ing on the status of the zoom unit. In Figure 4the graph of the resulting function is shown.One assumption we made was that the cam-era's rotation center is the optical center ofthe camera. This assumption not valid in re-ality. In the next section we will consider thisproblem.3.2 SensibilityThe positions of the optical center qo of thecamera and of the center of the camera ro-tation qr di�er in reality. This di�erence in-uences the quality of the calibration of thezoom unit. The error resulting from this factwill be quanti�ed in the following.In Figure 2 the case of a rotation centerequal to an optical center is shown. In Fig-ure 5 the camera rotation center qr and theoptical center qo di�er. The error{free case

qr
PlaneImageIp2Ip1

Wp1
r
b ��

F
Wp2 qo

Figure 5: Optical center and rotation centerat di�erent positions
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) 100000 5000 r20460 1 2Figure 6: Variation of displacementis shown as dashed lines. The di�erence ofthe image point Ip2 and the projection in theerror{free case is obvious.The image point Ixp2 can be calculated withthe formulaIxp2 = F tan(�arcsin( b sin�pr2 + b2 � 2rb cos�))(18)The graph of the relation of the displace-ment to r and  is shown in Figure 6. Thefocal length is kept constant (1000 pixels), aswell as the distance b between optical centerand object point (200 000 pixel) and � (5 de-gree). At a radius of 10000 pixels the distancevaries by maximally 4.3 pixels or a maximalerror of 5%. That also yields a maximal errorof the focal length of 5%.



Image Plane
Ixp1 CenterOptical�FFigure 7: Parameters for the calculation ofthe pan angle4 Active SystemWith the presented modules we implementedan active system for the generation of face andfacial feature views. The zoom calibration hasto be executed. The starting point is a per-son sitting in front of the system. With theinformation which facial feature to record andthe desired resolution, the views can be gen-erated.First, a image with a relative short focallength is generated. All persons for whom therecording is done, sit in approximatelly thesame distance to the camera. That makes iteasy to determine a focal length for which thewhole face �ts into the image and appears asthe dominant region.The face is localized by optimizing themodel parameter as described in Sect. 2.The result are the center of the eyesqre = (xey �Dey; yey �Hey)T and qle =(xey +Dey; yey +Hey)T and the center ofthe mouth qnm.The center of the current facial feature hasto be translated to the center of the image.This is done by rotation of the pan and tiltaxis of the camera. We assume that a move-ment of the pan axis will produce a transla-tion of the image points in x{direction, anda movement of the tilt axis yields a transla-tion in y{direction. In Figure 7 the calculationparameters for the pan axis are shown. Thefollowing equation for the pan axis arises:� = arctan( Ixp1F ) (19)

Head 95%Ears 95%Eyes 82%Nose/Mouth 73%Table 1: Results of the localization of humanfaces and facial features

Figure 8: Face as the dominant image regionand in analogy the equation for the tilt axis:� = arctan( Iyp1F ) (20)In contrast to the zoom stepper motor, thepan/tilt motors exhibit a linear relation to therotation angles.The resolution of the current facial featureis speci�ed in pixels. The new number of pix-els for the width of the mouth Wnm0 or thediameter of the eye 2Aey0 has to be deter-mined. The new focal length is calculated asF 0 = F AeyAey0 or F 0 = F WnmWnm0 (21)and transferred to zoom unit increments bymeans of the zoom calibration result.In the next section we show results whichwe obtained while evaluating the system.5 ExperimentsThe localization of human faces in im-ages is performed by a parametric face model(Sect. 2). The rates of correct localizationof faces and facial features are presented inTable 1. Every simplex{optimization for the



Head: (xh�; yh�; Rh�) (191,123,65)Ears: (xea�; yea�; Dea�;Wea�; Hea�) (192,144,20,62,93)Eyes: (xey�; yey�; Dey�; Aey�; Bey�; Hey�) (194, 153, 31, 26, 22, 1)Nose/Mouth: (xnm�; ynm�;Wnm�; Tnm�; Hnm�) (190,229, 63, 31, 43)Table 2: Computed parameters (see Figure 1) for the real face in Figure 8

Figure 9: Localization results

Figure 10: Left eye in determined resolutionhead, the ears, the eyes, and the nose/mouthregions are initialized with 5000 parametersets. The best 200 are then used for the localdownhill optimization. The calculation timesfor the localization are approximatelly 40 sec-onds per frame.A human face is the dominant region in Fig-ure 8. The image was generated with a focallength of 1022 pixel (� 8.4mm). The localiza-tion results are shown graphically in Figure 9and numerically in Table 2. The system wasdirected to generate views of the left eye withdiameter 300 pixels (Figure 10) and of themouth with diameter 100 pixel (Figure 11).The average measured zoom error is less than5% and the average position error less than 10pixel.

Figure 11: Mouth in determined resolution6 ConclusionWe presented an active system for the gener-ation of views of human face features with aselectable resolution. Several di�erent stepswere necessary:For the localization of faces and facial fea-tures we introduced a parametric model and�tted it with an energy minimization methodto the image data. With the face model, thelocalization of face features can be performedwith a recognition rate of 82% for the eyes and73% for the nose{mouth region.We presented a calibration method for azoom unit of a camera. The calibrationbases on the observation that image pointsare translated when the pan or tilt axis of acamera is changed by a rotation. The largerthe focal length of the camera is, the bigger isthe translation of the image points. The as-sumption that the positions of rotation axis ofpan and tilt camera motions crosses the opti-cal center of the camera is not valid in reality.This fact yields a systematic calibration errorless than 5% of the total focal length.The active system combines all the pre-sented modules. A view of a human face isrecorded. The face and the facial features arelocalized. The angles of the pan and tilt units
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