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ABSTRACT

Prosodic models have been extensively applied in speetd synthesis.
However, the necessty of synthesizing prosody has as yet not resulted in
a generally agreed upon approac to prosodic modeling. This gatement
holds for the assgnment of segmental durations as well as for generating
FO curves, the aoustic correlate of intonation contours. This paper
concentrates on the use and usability of intonation models in speet
synthesis. Intonation synthesis can be viewed as a two-stage process and
intonation models differ in terms of the interfacethey provide between
the higher linguistic components and the a@ustic prosodic modues. We
will review the common gound between intonation models and the
congtraints impaosed by different speech synthesis drategies.

1. Introduction

Prosodic models have been extensively applied in speech synthesis.
The situation in this particular branch o applied speed research is thus
strikingly different from the one found in automatic speech reagnition
(ASR) and uncerstanding. In the latter areathe use of prosodic models has
been rather occasional, for reasons that we have discussed elsewhere [1].

Obviously, there is a need for every speech synthesis g/stem to
generate prosodic properties of speech if the synthesis output is to sourd
even remotely like human speedch. However, the necessty of synthesizing
prosody has as yet not resulted in a generaly agreed upon approac to
prosodic modeling. This datement holds for the asignment of segmental
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durations as well as for the generation of FO curves, the acoustic correlate of
intonation contours. This paper concentrates on the use axd usability of
intonation models in speech synthesis.

Which intonation models have been applied to synthesis? Intonation
research is extremely diverse in terms of theories and models. On the
phondogicd side, thereislittle consensus on what the basic dements should
be: tones, tunes, un-directional motions, multi-directional gestures, etc.
Modeling the phonetics of intonation is equaly diverse, including
interpolation between tona targets [6], superposition of underlying phrase
and accent curves [2], and concatenation of line segments [11]. All these
major frameworks, as well as a number of more idiosyncratic models, have
been implemented in speech synthesis g/stems.

Intonation synthesis can be viewed as a two-stage process, the first
aiming at representing grammatica structures and referential relations on a
symbadlic level and the second at rendering acoustic signals that convey the
structural and intentional properties of the message. Intonation models differ
in terms of the interface that they provide between the higher linguistic
comporents and the acoustic prosodic modues. At the same time, different
application scenarios for speech synthesis may require different interface
designs. We will review the cmmmon ground ketween intonation models and
the constraintsimpased by different speech synthesis drategies.

2. Symbolic representation

In many text-to-speed (TTS) systems the computation of phorologica
features of intonation is generalized to symbalic prosodic processing, which
hand es both tonal and temporal properties of speech, and further integrated
into the linguistic text analysis comporent (cf. [9]). Here sophisticated
methods developed in computational linguistics, such as g/ntactic parsing
and part-of-speed tagging, are mainly applied in the service of providing
sufficient information to drive the aoustic prosodic comporents of the
system, in particular the intonation model but also the duration model.

The intonationall y relevant information comprises the sentence mode &
well as the location and strength of phrase boundaries and the location and
type of accents. Establishing the relation ketween syntadic structure and
intonational features is among the most challenging subtasks of TTS
conversion, and its imperfection contributes to the perceived lak of
naturalness of synthesized speed. This hortcoming is unavoidable, because
TTS systems have to rely on the computation of linguistic structures from
orthographic text, a level of representation that is notorioudy poa at coding
prosodic information in many languages.

Other synthesis drategies offer more immediate interfaces between
symbdic and aooustic representations of intonation. Concept-to-speed
(CTS) systems, in particular, provide a direct link between language
generation and acoustic-prosodic comporents. A CTS system has access to



To appear in: Proceadings of Prosody 2000, Krakau, October 200C 3

the complete linguistic structure of the sentence that is being generated; the
system knows what to say, and hav to render it. Yet, it is till necessary to
specify the mapping from semantic to symbadlic features and from symbalic
to acoudtic features. The question of how much, and what kind d,
information the language generation comporent should deliver to opimize
the two mapping steps (in ather words: the definition of a semantics-syntax-
prosody interface) is a hot research topic.

3. FOgeneration from symbolic input

The task of the acoustic-phoretic comporent of an intonation model in
speech synthesis is to compute cntinuows amustic parameters (FO/time
pairs) from the symbadlic representation of intonation. A large variety of
models have been applied in speech synthesis g/stems to perform this task,
including implementations of the major frameworks of intonation theory.

It has become austomary to distinguish two major types of intonation
models. phanological models that represent the prosody of an utterance & a
sequence of abstract units (e.g., tones), i.e. tone-sequence models, and
aooustic-phoretic models that interpret FO contours as complex patterns
resulting from the superpaosition of several comporents, i.e. superposition
models. Besides these prevalent models at least three other approaches have
been taken, viz. perception-based, functional, and acoustic stylization
models. All of these gproaches rely on a mmbination of data-driven and
rule-based methods: they all systematicaly explore natural speech databases,
but they vary in terms of what is derived from the anaysis to drive
intonation synthesis. For instance, acoustic stylization models represent
intonation events either by continuaus acoustic parameters [12] or as events
that are related to phomological entities such as tones or register [4].

The abstract tonal representation provided by phondogical intonation
models is converted into FO contours by applying a set of phonetic
redization rules. The phanetic rules determine the FO values of the (H and
L) targets, based onthe metric prominence of the syllables that they are
asciated with, and on the FO values of the precaling tones. The FO values
of tones are wmputed strictly from left to right, depending exclusively upon
the dready processed tone sequence and rot taking into accourt any
subsequent tones. The phonetic rules also compute the temporal alignment of
tones with accented syllables.

Fujisaki's classica superpositional model computes the FO contour by
additively superimposing phrase and aacent curves and a spe&er-spedfic FO
reference value. Phrase and acent curves are generated from discrete
commands, the parameter values of which are usualy derived by
generalization from values that were statistically estimated from speed
databases. While this model can be tharaderized as primarily acousticaly
oriented (and ptysiologically motivated), it is possible to find phorologica
interpretations of its commands and parameters; moreover, the wmpatibility



of a Fujisaki-style model with key assumptions of the tone sequence model
has been demonstrated [3].

In our paper on the use of prosodic modelsin speech recognition [1] we
have agued that the most appropriate type of intonation model for ASR
would be one that provides a functional representation d the positions of
accents and phrase boundaries; any intermediate phondogical level such as
provided by the ToBI anndation convention [8] only introduces a
guantization error. In the ToBl notation such a functional representation
would consist only of the location of accents (the stars) and phrase
boundiries (the percents).

In pradice, the situation in intonation synthesis appears to be similar. In
many TTS systems the only symbdlic prosodic information (apart from
sentence mode) used is the location of accents and oundaries. It has been
demonstrated, however, that models which use more precise inpu
information, such as ToBI accent type labels in addition to aacent location,
can generate FO contours that are perceptually more accetable than models
which use accent location alone [10].

Phrasing and accenting are surface refledions of the underlying
semantic and syntactic structure of the sentence. Computing detailed
intonational features such as accent type from text is difficult and ureliable.
Thus, relying only on accent location is not a judicious design decision hut
one bowing to necessity. The potential improvement to synthesized prosody
can beillustrated by manually marking up the text, or by providing access to
semantic and discourse representations (e.g., [7]). It is obvious that much
more information than just the stars and the accentsis needed to achieve this
kind d improvement to intonation synthesis.

4. Intonation synthesis and phonetic detail

FO contours as aooustic redizations of acents vary significantly
depending on the gtructure, i.e. the segments and their durations, of the
syllables they are associated with. For example, FO peak location is g/stem-
aticaly later in syllables with sonorant codas than in those with obstruent
codas (pin vs. pit), and aso later in syllables with voiced obstruent onsets
than with sonorant onsets (bet vs. yet). Moreover, the FO pegk occurs signi-
ficantly later in polysyll abic accent groups than in monasyll abic ones [13].

Intonation models need to generate as much o this phoretic detail as
possible, and there ae several approacdhes to achieve this task. For instance,
the quantitative model of FO alignment propcsed by van Santen and M 6bius
[13] predicts the temporal alignment not only of the pegk of the accent curve
but of a series of characteristic anchor points along the acent curve. In this
model, the shape of the acent curve depends on the syllabic and segmental
composition d the acent group and on the durations of its subcomporents
(stressed syllable onset, stressed syllable rhyme, remainder of the accent
group). The resulting FO curve will have the desired complex shape and
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precise tempora alignment with the segmental material. The model explains
the diversity of surface shapes of FO contours by paositing that acents
belonging to the same phondogicd (and perceptual) classcan be generated
from a cmmon template by applying a cmmon set of aignment
parameters. The templates are representatives of phondogical intonation
events of the type predicted by intonation theories, i.e. accents and
boundxries.

Acoustic stylization models (e.g., [5]) also synthesize FO contours from
a small number of prototypica patterns. They learn, and predict, phaetic
details of FO movements from a set of features comprising segmental,
prosodic and positional information. While the FO prototypes are defined as
being phoreticaly distinct, they are adso intended to be related to
phondogicd intonation events.

5.  Thecommon ground

Reflecting the situation found in speech recognition, recent advancesin
speech synthesis may be partly attributed to the use of statistical methods for
detecting relevant features in large databases, learning them, and modeling
them. A standardized annotation concept would be an additional advantage,
and ToBI has cetainly been a step in the right direction. However, in the
context of ASR we have argued [1] that ToBI is too much based on ae
specific intonational phorology and dces not generalize acoss models. We
have further argued that it provides a special layer of representation that is
both too abstract, i.e. too far from the signal to be useful as input to
classifiers, and not abstract enouwgh, with some of its notational units missng
alinguistic counterpart.

A mirror image of this stuation is evident in the context of speech
synthesis. Here again, ToBl misss the required granularity: it is too much
confined within one type of intonation model, it istoo elaborate and specific
in terms of its descriptive inventory to lend itself as a generic interface to
higher-level li nguistic-prosodic analysis, while at the same time being far too
abstract to dlow a cmputation d the rich phaetic detaill and precise
alignment that FO contours are required to have in order to sound netural.
Data-driven intonation models can lean to synthesize these details.

For an integration in a speedh synthesis g/stem a complete intonation
model needs to provide a mapping from caegorical phorological elements
to continuos awmustic parameters. Quantitative models auch as those
presented recently [5, 12, 13] offer feasible solutions to the FO generation
task, but their phorologica founditions need to be further worked ou.
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