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Abdgract

In this paper we presant a template-basad method of motion
egimetion which tracks two-handed-gestures. In our method the
gesturing informetion of temporal motion and spatial luminance
is fully utilized. The dominant motion of the detected region
corregponding to the tracked object (some hand or the head) is
computed. Udng this result the object template is warped to
yvidd a predicion tenplate Incorporated with datic
ssgmentation udng the watershed algorithm the warped
templatewill be updated through comparison of each sub-region
with the prediction terplate Tracking results for a st of
two-handed conmand gedures are given to demondrate its
performance.

1. Introduction

Moation esimation and tracking of human body pats is a
chdlenging but aiticd task for moddling, recognition and
interpretation of human behaviors In recent years there has been
anincreasad interest intrying to understand hand gestures that is
some meaningful or intentiond movement of the human arms
and hands[5,10,17]. Hand gestures provide auseful interfacefor
humans to interact with others as wel as computers There are
two types of gedure interaction: communicative gestures work
a a symbalic language and manipuldive gesures provide
multi-dimendond control. However, the later prevals in the
current usefor HCI.

We can divide gedures into gatic gestures (hand podtures)
and dynamic gestures. Indeed the hand mation conveys as much
meaning as thar podure does For a gedure interpretation
gysem, there are four main components gesture moadding,
gedure andyss gedure recognition and gesture-basd
gpplicaion sysems [24]. Here we focus on dynamic gedure
andyds i.e gedure tracking and its motion esimaion. Human
gedures  egpeddly communicative, naturdly  employ
movements of both hands. In fact two-handed gestures have the

dronger expresson cgpability. Our gestures are defined to be
ome two-handed command gedures, such as “forward’,
“beckweard", “left*, “right”, “begin” and “ sop* etc.

Normdlly it is suppossd ressarchers have finished the
process of gesture modd ling before undergoing gesture andlyss.
Exiging gpproaches of gesture moddling condg of the 3D
modd-basad and the gppearance-basad methods In this paper,
wewill go thelatter way.

11 Reated Work

Some papers on two-handed gesture andlys's are addressed
bdow:

Brad etd [1] dso did work on two-handed gesure
recognition usng a sdf-cdibrating ereo blob tracking sysem.
They propose a Coupled Hidden Markov Modds (CHMMS) to
modd and dassfy complex gestures.

Cutler and Turk [2] developed a red-time gesture recognition
gydem, in which they manly esimated optic flow and
segmented it into different motion blobs. So the gesture features
come from these blobs, such asrdative motion and Sze.

Hong e d [4] ever redized a gedure leaning and
recognition sysem. The center positions of the heed and both
hands in the image are usad as features, which are located by a
skin detection and tracking technique.

Yang and Ahuja [12] put forward an gpporach for gesture
tracking (heed and both hands) in an image sequence. They
paform datis ssgmentaion and skin detection, then &fine
moation parameters are esimated after region matching between
consecutive frames

Imegawa . d [5] condruct a Sgn language recognition
sysem using information from both hands The defined gesture
fedtures indude globd festures such as hand movement and
location, and locdl features, such as hand shape and orientation.
Anyway, the employed method for extraction of those featuresis
only tracking of skin regionsand dugtering.

Sharrah and Gong [9] show a method of tracking the heed
and two hands usng Bayesan inference from asingle 2D view.



Based on a Bayedan Bdief Networks (BBNS), they reason
about the body parts through fusng other visud cues such as
skin color, motion and locdl intengity orientation with contextudl
knowledge

Utsumi and Ohya [10] ever proposad a method to track 3D
podtion, posure and dhgpes of humen hands from
multiple-viewpoint images The condructed sysem can dleviate
the sdf-ocduson and hend-hend ocduson by employing
multiple-view and viewpoint selection mechanism. The gesture
festures are obtained from hand Slhouettes and results of ther
distance transform.

1.2 Overview

In this paper, we propose a templae-basad method to
undergo Smultaneoudy mation estimation and tracking of two
hands and the heed. This method fully utilizes the information of
tempord mation and spatid luminance. Dominant motion of the
tracked object (the heed, the left or right hand) is calculated by a
robugt IWLS method. Usng the estimated moation parameters
the object template is warped to give a prediction templae
Reaults of qatic ssgmentation are incorporated to modify the
warped template, and the warping arors are utilized to hdp
dasdfication of some doubtful sub-regions around the border of
the prediction template.

The next section will describe the generd framework of our
gedure tracking method for eech object (the heed, the Ieft or
right hand). In Section 3 some exparimentd results are presented.
Condudonsaregivenin Section 4.

2. General Framework of GetureTracking
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Weassume the head and two hands have been detected inthe
firg frame using some skin color detection technique [12], now
the tracking process garts Though we regard the heed and eech
hand as indegpendent objects the tracking procedures are the
same Theflow chart of our method isillugtrated in Hgure 1: In
Module “Mation Esimation” we calculate dominant motion of
the detected region corresponding to the tracked object basad on
a parameric motion modd, this result will be fed into Module
“Wap' to regiger the lag frame to the current frame
Meawhile in Module “Saic Segmentation® a weatershed
agorithm is employed on the current frame to generae many
ub-regions (i.e watershed segments), here different objects are
assumed labded into different regions In Module “Region
Andyds’ comparison of each subregion with the warped
template is parformed to refine the object template in the current
frame, combined with warping error andysisin eech sub-region.
The detailswill be explained in the following subsections.

The trend of our framework is comparadle to [6]: their
method utilized severd kinds of edge maps from moation,
intengty and prediction to update the object contour, indead we
ded with the object template by mation, intendty and region.
Recently in [8] anew idea “active blobs™ was put forward: In
thair method the non-rigid deformation was represented in terms
of dgenvectars of a finite dement method; The photometric
vaidion is gill conddered by adding new brightness and
contrag terms in the optimization; They ussd a modified
Deaunay refinement dgorithm to condruct a condgent
triangular mesh, indead we use the watershed adgorithm to
gengae smdl waedhed sgments hdpful for region
deformation in tracking.

2.1 Dominant Motion Egimation

Here we dexcribe the problem as follows the interframe
motion is defined as
f(x,t+1) = f(x- u(x;a),t), D
with f(x, t) as the brightness function in time indant t,
X =(x,y) asthe coordingte of theimage pixd, and u(x;a)
asthemoation vector. Without lass of generdity, we Smply sdlect
afinetransform as the motion modd,

) al(x, y)u éa,+ax+a,yu
uxa)=g e 0 @
(XYt & +ax+ayg
where a=(a,,a,,a,,a,,3,,a,)" aethepaaneersof the
afine modd. So, dominant motion esimation of the given
region Risformulated asthefallowing robust M-estimator,

minE, = § r (uf, +vf +f.,s), (€)

v iR
here f,, f,, f; is patid deriveives of brightness function

withrespect to x, y andt, andthe r - function can bechosenas



the Geman-McClure function as

X2

r(xs)=

, 4
sl @
with s asthe scde parameter.

To sdve the problem, there are two different ways to find

robudly the motion parameters one is gradient-basad, like the
LevenbergMarquardt method in [8], another is lest
uareshesed, such as the lterative Weighted Leest Squares
(IWLS) method. Here we use the IWLS method shown in
Equation (5),

where w(r) =y (r)/r , with deivaive y (r)=dr (r)/dr
aderor r =uf, +vf + f. Theestimaeof s isgvenhy
arobust measure as
s =1.4826median]r,|. (6)

The dgorithm begins by condructing the Gaussan pyramid
(we st up three levds). At the coarselevd mation isinitidly st
to zero. The number of iterations is chosen as 10. When the
edimated parameters are interpolated into the next levd, these
parameters are used to warp (redized by hilinear interpolation)
the lagt frame to the current frame: In the current levd only the
change in the paramenters are edimated in the iterdtive update
scheme

2.2 Static Segmentation by the Water shed Algorithm

In gdatic ssgmentation, the waershed dgorithm of
mathematicd morphology is a powerful method. It regards the
gradient magnitude image as a landscape where the brightness
vaues correspond to the devation. Areeswhereraindropswould
drain to the same minimum are denoted as catchment baains,
and the lines separating adjacent catchment baains are cdled
dividing lines or watersheds

Ealy watershed dgorithms are developed to process digitd
devaion modds and ae based on locd neighborhood
operations on sguare grids Some gpproaches use immerson
amulaions” to identify watershed segments by flooding the
image with water darting & intendty minima [11]. Improved
gradient following methods are devised to overcome plateaus
and square pixd grids [3]. Here we use the former method for
segmentation of the current frame.

A svee dravback to the computaion of watershed
agorithm is over-ssgmentation. Normally watershed merging is
needed when this dgorithm is peaformed. But here
over-segmentation is waoome, o during tracking we omit the
merging process, which saves some computation coss

2.3 Template Warping and Updating
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When the mation parameters have been computed by the
agorithm shown in Section 2.1, we warp the detected region (or
template) of the tracked abject from the lagt frame to the current
frame Then the warped template is usad to determine which
waesed ssgments eter the template according to the
following measure: Given thet the number of pixdsbdonging to
the warped templete in the subregion (watershed ssgment) R,
is Cp, and the number of dl pixdsin R is C,, aratio r,
iscomputed as

= Cpi /Ci' (7)
Based on this messure, we discuss further the dasdfication
problem of each subregion in these following Stuations
1) When r, 3 10 (in this paper 10 = 09), wedassfy R as
part of thefind object template;
2)Whenr0>r, 3 rl(hererl = 04), another messureas MAE
(Mean Absolute Errar) of difference between the warped frame
and the current frameis taken into accourt,

fot+D)- fU(xb|/C. )

M =3
X R
where f"(x,t) is the waped image of f(x,t) udng the
esimated dominent motion parameters; If thewarped eror M,
of R is gndler enough (less then a given threshold, for
indance, 10), R is 4ill regarded as part of the updated
template; Otherwise, weexdude R, out of the object region.
3 When r, <rl, R will NOT be induded in the updated
template.

Hgure 2 give an illudration to thisprocess 2(a) and 2(b) area
pair of consecutive images in the sequence, the region in red is
the detected object inthe lagt frame, theregion in pink isthe red
object in the current frame. For seke of Implidity, weassumethe
detected object is quivaent to the red object. 2(c) isthe warped
object usng the estimated mation parameters, and 2(d) is ic
segmentation of the current frame (the watersheds drawn with
blue cadlar). In 2(e) the warped template (endosad with green
lines), watershed ssgments and the redl object are superimposed
in order to illusrate dealy the comparison operation. The
ubregion endasad with red lines bdongs to the firg case, the



subregion with yelow lines bdongs to the second case, and the
subregion with brown lines should beong to the third case
Findly the updated template of the object in the current frameis

shownin 2(f).

() The last frame (b The current frame

() The warped frame (d) The segmentation
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(e)Comparision for each subregion (f1 The macking result

Fgure 2 Illugration for the Procedure of Object Tracking

In summary, the process of template waping gives a
prediction to the abject new pastion, the comparison of eech
subregion with the warped template can refine the prediction. In
our experiments it isfound thewarping eror andysisisefficient
to avoid some misdassification of amal regions neer the tracked
object in the duttered badkground. A Kdman filter could be
considered to smoath the estimation of mation parameters basad
onasmplekinematic modd [10].

24 Two-Handed Gesture Tracking

Normadly the template-besed method has the capatility to
hendle small patia hand-hand ocdusions and sdf-ocdusions,
which usudly appear in two-handed getures. But, some
asumptions are il needed in advance because of limitations of
the computer vison dgorithms:

1) Two hends mugt be aimed & the viewing camera, which

diminates heavy ocdusions; both hands should avoid ocdusions
with each other and with the heed.

2) The heavy deformation of the hands like the opening and
dosng adtions of the padm, will make our method invdid; So
we ak the dae of the pdm (ather opening or dosng)
unchanged during tracking;

3) Digtance between the hand and the cameraiis large enough
compared with its depth change, 0 the dfine modd is able to
grasp the mation of hands and the head.

We define a andl st of two-handed command gestures,
induding gestures like “forward, “beckward”, “left*, “right”,
“begin” and “sop* etc., illustrated in Figure 3. Theinitid podure
is the same shown in 3(a), and the find postures of those
gedures areillugtrated respectively in 3(b)-3(g).

(d Initid posture

(f) Sart (9 Sop
Fgure 3 Defined two-handed gestures



It is passible bath hands move too dose to the heed during
the geduring process In fadt, the templaiebasad tracking
method possesses cartain ahility to handle this case even with
grell ocdudons. Here we assume this dight ocdusion only
heppens in a short period of time (or in afew frames). To ded
with heavy ocdudon, a multipleviewpaints scheme like [10]
hesto be assorted.

In order to show the tracking results dearly, we use en dlipse
[7] to goproximete the tracked object region in dl the
experiments

Anyway, thase shepe parameters of both hands can be dso
regarded as gpatid petternsof poduresfor agesture a sometime
ingant, meanwhile the centroid of each dlipse will reflect the
two-handed gesture trgectaries Al this data will be useful for
two-handed gesture recognition.

25 Some Notations

Yang's method [12] is dmilar to our procedure, but the
difference lies in thet during tracking we don't congder region
correspondence  between congecutive frames (which is not
solved robugtly in computer vison) and skin color detection.
And, what Yang's method didn't utilize is information from
template warping and sub-region andyss

3. Experiment Reults

Weredlize this goproach in Visud C++ in Pentium |1 400M.
Now the processing speed is about 3 seconds per frame if the
imege Szeis 350x240. At the initidization, we manudly put an
dlipse on each hand and the head respectivdy. Figure 4 gives
the initid dlipse fitting manudly and its over-segmentation
using the watershed dgorithm. Those smdl watershed ssgments
will contribute to template update after the warping operaion.
The tracking procedure then darts from the marked dlipse
region.

(9 dlipsefitting (in green) (b) oversegmentation (in blue)
Fgure4 Tracking initidization

Foure 58 gives the reallts from the “Left’, “Forward’,

“Right” and “ Stop” gesture sequence respectively (normdly ina
sequence there are 20-50 frames). We illusrate smultaneoudy

the tracked region contours (in red) and corregponding dlipsss
(in green) on each frame. In each sequence, there are sometime
indants while the face is doser to some hand. If only usng the
skin color information, it is very hard to diginguish the skin
regions of the heed and those of the hand, and the region
correspondence between consecutive frames like [12] will fall in
this case. Our method yidds good tracking results, and both the
moation and shape parameters for dynamic gesture recognition
are obtained too.

framel5 framel8
Figure 5 resultsfromthe Left* gesture sequence

frame 6 framels

frame28

frame23
Fgure6 Tracking resultsfor the* Forward" gesture sequence



4, Concluson

In this paper we have proposed a two-hands-gesture tracking
method, its character is full utlization of the object
spatiotempord fegturesintracking. . Thetemplate warping only
gives a prediction to the tracked fedure postion, and the
comparison of each subregion with the warped are ddle to
modify the prediction reault. Like [12], we have edimated the
moation (affine) parameters, shape feetures (dlipse fitting) and
obtained (region cantroid) trgectories of both hands with respect
to the heed. All the information could be useful for two-handed
dynamic gesture recognition.

The disadvantages of our method are d0 dear in the
expaiments Frd, we rdy on the motion edimation of the
tracked object; Even though the IWLS method is more gble,
wedlill confronted the divergencein nonlineer iterations. Second,
while weintroduce the static sagmentation result our method hes
srong dependence on the performance of the employed
watershed dgorithm. We expect the imeges in the ssquence are
with enough resolution, and the motion blur are dso not
wecome

In future, we plan to consder the varidions of illumination
during tracking[8], whichisaso animportant factor intracking.
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Fgure 7 Tracking resultsfor the* Right" gesture sequence
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Figure 8 Tracking resultsfor the Stop* gesture sequence



