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Abstract

We introduce a new technique to improve the recognition of
non-native speech. The underlying assumption is that fon ea
non-native pronunciation of a speech sound, there is dtdeas
sound in the target language that has a similar native panun
ation. The adaptation is performed by HMM interpolation be-
tween adequate native acoustic models. The interpolagdr p
ners are determined automatically in a data-driven mahar.
experiments show that this technique is suitable for batloff

line adaptation to a whole group of speakers as well as for the
unsupervised online adaptation to a single speaker. Remsdt
given both for spontaneous non-native English speech ds wel
as for a set of read non-native German utterances.

1. Introduction

1.1. Motivation

A foreign accent makes automatic speech recognition even
more difficult than it already is. This has been measured for
instance by Glass and Hazen [1] for utterances that have been
collected with the spoken dialogue systéuapiter. the word er-

ror rate (WER) for non-native speakers is more than twice as
high than the WER for native speakers. Similar results have
been obtained for users of thevar spoken dialogue system

in [2], where non-natives correspond to an increase in WER
of 80% relative. Teixeira etal. report in [3] a large drop in
word recognition performance depending on the nationality
the speaker if a recognizer for native British English islegub

to non-native speakers. While native speakers achieve@ mor
than 95% recognition score, the recognition scores for non-
natives ranged from only 15 % for German and 35 % for Italian
speakers to up to 70 % for Dutch speakers. Van Compernolle
discusses the main difficulties in speech recognition far-no
natives [4]. The traditional approaches to increase perdoice

in automatic speech recognition are to collect more data@nd
employ detailed acoustic models with sharp distributiétey-

ever, non-native speakers are no homogeneous group and thei
individual way to speak depends highly on their mother tengu
and their speaking proficiency. Therefore it is usually isgio

ble to collect enough data for each language pair and eaeh lev
of proficiency. At the same time, recognition rates canndhbe
creased by detailed acoustic models as non-native spesch ha
typically a higher variability than native speech.

1.2. Approach

In this work, we propose a new adaptation method that imgrove
the recognition of non-native speech. The underlying agsum
tion is that acoustic models of native speech are sufficient t
adapt the speech recognizer to the way how non-native sggeake
pronounce the sounds of the target language. The HMM states
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of the native acoustic models are interpolated with eackrath
order to approximate the non-native pronunciation. Twéedif
ent scenarios are employed for evaluation:

In the first scenario, a native English speech recognizer is
adapted to non-native speech of German speakers. As all-spea
ers share the same accent, the recognizer is adaptedetBlin
the whole group of speakers using a small training set of-utte
ances. As the speakers of the training and the test set are dis
joint, this experiment shows that the proposed method has th
ability to adapt the acoustic models to the general progedf
the German accent and not only to an individual speaker.

The second scenario is the recognition of non-native Ger-
man speech. The speakers come from many different countries
Because of the large number of different accents, an of-lin
adaptation on a training set is impossible. Therefore, due r
ognizer is adapted to each speaker in an unsupervised manner
This experiment shows that the proposed adaptation metrod ¢
also be applied when the accent of the test speaker is notrknow
in advance. This is usually the case in spoken dialoguersgste

1.3. Related work

There are several ways to adapt a speech recognizer to non-
native speech. One possibility is to include pronunciatiari-

ants to the lexicon of the recognizer. These variants camede ¢
ated with data-driven or knowledge-based methods. Foe lit
ature survey, refer to [5]. It can be difficult to apply progitn
ation adaptation when the accent of the non-native speaker i
not known in advance. Furthermore, adding too many pronun-
ciation variants to the lexicon can increase the confuitafié-
tween the words. Our approach to interpolate HMM states with
each other can be interpreted as a smoothed version of pronun
ciation adaptation: instead of substituting HMM statesha t
model, which is done when the phonetic transcription of adwor
is adapted, we only interpolate the states.

Another group of possibilities adapts the output densities
of the acoustic models. Well known are for instance Maximum
Likelihood Linear Regression (MLLR) or Maximum A Poste-
riori (MAP) adaptation [6]. For the recognition of non-negi
speech, acoustic model interpolation has already beeninsed
[7, 8]. In these works, each model of a native-speech recog-
nizer is interpolated with the same model from a second recog
nizer which depends on the speaker’s accent. All modelsshar
one common interpolation weight. This technique has been ex
tended in [9] so that a model can be interpolated with an arbi-
trary number of partners and each partner had its own inf@rpo
tion weight. For the approach introduced in the next sestion
second recognizer is required. Therefore, it can also bkeapp
when the speaker’s accent is not known in advance.

A third possibility to improve the recognition of non-
native speech is the adaptation of the language model. Atece



overview on language model adaptation can be found for in-
stance in [10]. Below we will give some results for spontarseo
non-native speech where an adapted language model is used,
however, as this is beyond the scope of this paper, we will not
give any details on this approach. Instead, the readerdsresf

to [2].

1.4. Overview

Our idea of interpolating acoustic models of the native shee

to recognize non-native speech is explained in Sec. 2. Sec. 3
dedicated to the details of the interpolation of semi-cardgus
HMMs. The corpora are described in Sec. 4, the baseline sys-
tems in Sec. 5. A description of our experiments and our tesul
is given in Sec. 6. At the end, we draw a short conclusion and
state our plans for our future work.

2. Adaptation in the pronunciation space

The goal of this work is to improve the recognition for non-
native speakers. We expect that the changes of the model pa-
rameters during the adaptation process should be maisitecel

to changes in the pronunciation of the phones. The underlyin
assumption is that for each non-native pronunciation otasp
sound, there is at least one sound in the target languagkabat

a similar native pronunciation. For instance, the pronatimn

of the English /T} sound by a German speaker may be located
somewhere between /T/ and /s/. In our opinion, this assump-
tion is justifiable for most language pairs, as many langsiage
have very similar phone inventories [11]. Fig. 1 illustsatbe
situation by an example. Tharonunciation spacés spanned

Figure 1: Pronunciation space. Acoustic models are ittt
by circles. Shaded circles represent non-native, whitdasma-
tive pronunciation. The non-native models are locatedwrete
dimensional subspaces between several native models.

by the acoustic models trained on native speech. Pointsin th
pronunciation space are HMMs. The optimized models for non-
native speech are located between the native models. For in-
stance in Fig. 1, the best representation for the non-néfive

is located between the native /T/ and the native /s/. In Fig. 1
the non-native model is always in a one-dimensional sulespac
between two native models; of course, this can easily be gen-
eralized to higher-dimensional subspaces where the ntivena

1All phone transcriptions are given in the computer readzaile-
netic alphabet SAMPA (http://www.phon.ucl.ac.uk/horaeipa/)

model is located between several native models. In ordegito p
form acoustic model adaptation, one has to locate a point in
the pronunciation space that is optimal for the new speaker o
speaker group. This is done by HMM interpolation as desdribe
in the next section.

3. HMM interpolation

In the following, we deal with semi-continuous HMMs. The
output probabilities of semi-continuous HMMs are a mixtafe

M Gaussian densities. The mixture weights of an HMM state
are denoted by; .. Assuming that the HMMs have the same
number of states, we interpolate one HMM with— 1 partners

by firstly interpolating the mixture weights of state = s;,

with the ones of the corresponding partner staigs. . ., s;, :

@

The interpolation weight®;, sum up tol. This interpolation
problem can be interpreted as an HMM as it is depicted in
Fig. 2. The interpolation weights match the transition prob
bilities from states;, which is to be interpolated, to the partner
statess;, and can then be estimated using the EM algorithm.
Therefor, a small training set is necessary. If the intexfoh
weights are known, the corresponding transition probidsli
can be interpolated in a similar way as in Eq. 1 using these
weights. Note that it is not necessary to alter the Gaussan d
sities as in a semi-continuous recognizer all HMMs share the
same set of densities. For details on the EM formula see [9, 2]

/
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Figure 2: The linear interpolation problem (Eg. 1) can beeep
sented by a semi-continuous HMM.
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Once HMMs can be interpolated, the next problem is to
select adequate interpolation partners. The number opioliz-
tion partners determines the number of free parameterkhaliat
to be estimated from the data. For the data sets used in this wo
using a single interpolation partner for each HMW (= 2)
leads already to good results. However, additional redostin
WER can be achieved with up to 50 partners. Good partners
for an HMM can be found by interpolating this HMM with all
possible candidates individually as the interpolatiorhvaihly
one partner is quite fast. Evaluating the benefit of eachieand
date leads to an-best list. Taking the firsikl’ — 1 entries of this
listis only suboptimal: polyphones for the same phone arid wi
similar context yield almost the same improvement but the-co
bination of both is not better than the interpolation withyame
of them. In [9], we introduced an algorithm which rejectsgto
polyphones that are too similar to the ones already taken.

4. Corpora
4.1. Native speech corpora

Both baseline systems for native speech are trained onrdata f
the Verbmobil project. Verbmobilwas a bi-directional trans-
lation project for spontaneous speech. The German system is



trained on th&/erbmobil Germamrorpus which consists of 27.7
hours of spontaneous German speech of 578 different sgeaker
For the English baseline system, terbmobil Englistcorpus
with 22 hours of spontaneous American English speech of 260
different speakers is used.

4.2. Non-nativeread German speech

We use the BAS Strange Corpus 1 (“Accentstyr experiments

with non-native German speech. The corpus consists of 1.25
hours of read speech. The 72 non-native speakers (26 female,
46 male) come from 50 countries and have 55 different mother
tongues. Additionally, 16 native German speakers (7 fermate

9 male) are available as a reference. All speakers read the sa
text (the German version dthe Northwind and the SunThe

data is downsampled to 16 kHz.

4.3. Non-native spontaneous English speech

For experiments with non-native English speech, we use the
Verbmobil Denglisttorpus which comprises 1.5 hours of spon-
taneous English speech from 44 German speakers (20 female,
24 male). The signals are recorded with 16 kHz. We partitione
this corpus into a training and a test set. The training setés!

for the selection of the interpolation partners and therestion

of the interpolation weights. The test set is used for evalna

Both set are disjoint w.r.t. the speakers; each set congidns
speakers (12 male, 10 female).

5. Baseline system

The baseline system for non-native German speech is oug+eco
nizer for spontaneous speech trained onvibmobil German
corpus. It is based on semi-continuous HMMs with 500 shared
full-covariance Gaussian densities. With 6825 words irleiie
con, the WER on th¥erbmobil Germartest set is 20.7 %. A de-
tailed description can be found in [2]. For our experimetits,
lexicon was replaced with the 71 words of the t&kie North-
wind and the SunDecoding is done using a unigram language
model trained on this text. When applied to the German ref-
erence speaker8AS native Tab. 1), the WER is 18.5%. If
applied to the non-native speakeBAS non-nativg the WER
increases to 34.0 %.

For the baseline system for non-native English speech, we
trained our recognizer on théerbmobil Englishcorpus. For
details see [2]. The lexicon was extended by the words of the
Verbmobil Denglisttorpus; the total size of the vocabulary is
then 4228 words. The language models trained onvdibmo-
bil Englishcorpus are used for decoding (a bigram for the beam
search to build a word graph, a 4-gram for thé algorithm to
rescore the graph). The WER on tiierbmobil Englishest set
(VM-English Tab. 1) is 35.0 %. When applied to thlerbmobil
Denglishtest set YM-Denglish, the WER increases to 65.6 %.

6. Experimentsand results
6.1. Recognizer for the BAS non-native cor pus

The goal is to adapt the native speech recognizer to redece th
WER when it is applied to non-native German speech. No off-
line adaptation can be performed as each test speaker hias a di
ferent accent. The following procedure is applied to adaet t
recognizer to the current non-native speaker: Firstly,ehipi-

nary transcription of the utterance is generated with tiseliree

2Available at http://www.phonetik.uni-muenchen.de/Bas/

BAS non-native (baseling) === -
BAS interpolated (50 partners)
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Figure 3: Results on the BAS corpus: WER for each non-native
speaker for the baseline and the interpolated system (86 par
ners). The speakers are sorted w.r.t. their baseline peafure.

recognizer. Only those acoustic models can be adapted which
occur in this preliminary transcription. Therefore, eadiyp
phone in the lexicon of the recognizer is replaced by the cor-
responding monophone. This prevents that only highly sppeci
ized polyphones are adapted. Next, based on the autonaatic tr
scription, the optimal interpolation partners for each HNMké
selected and the interpolation is carried out. Finally, @ad
decoding pass using the interpolated acoustic models afeser
the final recognition result. Using only one interpolaticartp

ner, the WER can be reduced from 34.0 % to 28.3% (Tab. 1).
With 50 partners, the WER can be lowered to only 26.4 %.
Both improvements are significant at a level of 0.hHig. 3
illustrates the improvement of the WER for each speaker. The
largest gains are reached for those speakers with a high WER.
For speakers with a low WER, it is possible that in some cases
the results are even worse than the baseline. This is dueto th
fact that the interpolated system is based on monophonés whi
the baseline system uses polyphones. Using a confidence mea-
sure could help to apply our adaptation technique only tegho
speakers whose WER is above a given threshold.

experiment WER | rel.impr.
BAS native 18.5% -

BAS non-native 34.0% 0.0%
BAS interpolated (1 partner) 283% | 16.8%
BAS interpolated (50 partners) 26.4% 22.4%
VM-English (native) 35.0% -

VM-Denglish (non-native) 65.6 % 0.0%
VM-Denglish interpolated (1 partner) 61.6 % 6.1%
VM-Denglish adapted 57.2% 12.8%

Table 1: Results of the HMM interpolation on the BAS corpus
and theVerbmobil Denglisttorpus: WER and relative improve-
ment with respect to the non-native baseline WER.

6.2. Recognizer for the Verbmobil Denglish corpus

The goal of the approach described here is to adapt the recog-
nizer that has been trained on native English speech in order
to reduce the WER when it is applied to non-native English

3We applied the NIST implementation of the MAPSSWE test avail
able at http://www.nist.gov/speech/tests/sigtestsamap.htm



core phone of

monophone
partner

13:/ 1{/
1/ fi:/
o/ @/
fi:/ n
NI lel
{1 IAS
IS/ /z/
IT/ Is/
D/ ld/
ldz/ i
I It
[z] /sl

Table 2: Core phones of the HMM interpolation partners for

Verbmobil Denglish

speech. As the accent of the non-native speakers is the same,

the HMM interpolation can be performed off-line using aitrai

ing set which contains non-native speech. Experimentsare d
with one interpolation partner. The WER decreases from&b.6

t0 61.6 % (s. Tab. 1). In Tab. 2, the interpolation partnersafo
selection of monophones are given. For simplicity, onlydbie
phones of the partners are shown.

It has been observed that non-native speakers tend to use a

sentence structure different from native speakers [2, @gra-

fore, we adapted the language model to non-native speech.

From the transliteration of th&erbmobil Denglishtraining

corpus, a small language model is estimated. This language
model for non-native speech is combined with the one foreati
speech by interpolation [12, 2]. The resulting adapted geco

nizer for non-native speech has a WER of 57.286l(Denglish

adapted Tab. 1). When compared to the baseline system which
has a WER of 65.6 % a relative improvement of 12.8 % has been

achieved (Tab. 1). This is significant at a level of 0.001.

6.3. Discussion

Our new adaptation technique for non-native speech is based
on the interpolation of the acoustic models. The resultsuof o

experiments justify the assumption that native acoustidet®
are sufficient to adapt to non-native speech.\&gbmobil En-
glishhas been recorded in Pittsburgh, U.S.A., whiébmobil

Denglishhas been recorded in Bonn, Germany, we have to con-

sider the possibility that the acoustic models are adapibdto
channel characteristics and not to the non-native acaemur
opinion, this is disproven by the list of interpolation peats

shown in Tab. 2. Remember that the algorithm selects the part
ners in a data-driven manner. For instance, the English mono
phone /T/is interpolated with a polyphone that has an /sbes ¢
phone. This fits to our expectation as the /T/ sound does Rot ex
ist in the German language and is therefore often replaced by
similar sound like /s/. The same holds for other sounds [i¥e /
and /dZ/ which are hard to pronounce for German speakers.

7. Conclusion and future work

We have already mentioned in the literature review in Se&x. 1.
that often conventional speaker adaptation methods likePMA
and MLLR are applied to improve the recognition rates for-non

native speakers (e.g. in [6]). It would be interesting torexa

ine to what extent these approaches can be combined with the

HMM interpolation method that has been introduced in Sec. 3.
Note that the interpolation method does not alter the dessit
in the codebook while techniques like MLLR exclusively adap
the parameters of the Gaussian densities. Thus, we cantatpe t
the combination of both methods can lead to further improve-
ments.
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