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Abstract. Color texture algorithms have been under investigation for
quite a few years now. However, the results of these algorithms are still
under considerable influence of the illumination conditions under which
the images were captured. It is strongly desireable to reduce the influ-
ence of illumination as much as possible to obtain stable and satisfying
classification results even under difficult imaging conditions, as they can
occur e.g. in medical applications like endoscopy. In this paper we present
the analysis of a well-known texture analysis algorithm, namely the sum-
and difference-histogram features, with respect to illumination changes.
Based on this analysis, we propose a novel set of features factoring out
the illumination influence from the majority of the original features. We
conclude our paper with a quantitative, experimental evaluation on ar-
tificial and real image samples.

1 Introduction

For many years the automatic analysis and classification of structured surfaces
in color images has been an active field of reserach in the image processing
and pattern recognition community. Currently, there exists a wide range of tex-
ture and color texture methods, and an ongoing development of new methods,
even for pure gray level image material. Texture features may be divided into
the categories spectral, statistical and model-based features [14]. The most com-
mon spectral features are based on spectral transforms whereas many statistical
methods use so-called co-occurrence matrices or sum- and difference-histograms
[16,10]. Color texture analysis has been of increasing interest in the last few years
with important works of Tan and Kittler [15] proposing a parallel approach to
’color texture’, i.e. color and texture features are extracted separately. Alterna-
tively, integrated color and texture extraction techniques have been developed
[7,2,9,12]. Basically, all of these expand concepts of gray level analysis to the
color domain, whereas some of them emphasize on different color spaces as well
[13,3]. Most of these techniques were developed and evaluated on more or less ar-
tificial sample images which were taken under laboratory conditions. Robustness
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against changing color temperature of light sources or inhomogeneous illumina-
tion conditions as required by practical applications is still not very common,
with only few new approaches recently known [4,6,21,20,11]. The present work
addresses exactly this problem assuming a global color temperature change of
the light source.

In the next section we will introduce the linear model of illumination change.
Section 3 summmarizes the definition of the intra- and inter-plane sum- and
difference-histograms published by Unser [16] and its color extension in [10].
These well known features will be analysed and a modification will be proposed
in Section 4 with an experimental evaluation following in Section 5. We will
conclude our contribution by a short discussion in Section 6.

2 Linear Model of Illumination Change

For image formation we assume a linear model which is widely known as state of
the art [19,8,18]. It models the linear sensor response ρ(k) for the k’th spectral
band as the result of the integration of spectral radiance of the light source E(λ)
with wavelength λ, the spectral reflectivity of the surface s(λ) and the sensor’s
sensitivities R(k)(λ):

ρ(k) =
∫

λ

R(k)(λ)E (λ)s(λ)dλ. (1)

For simplicity of our analysis we omit any references to the surface, illumination
and viewing geometry, commonly expressed by the emitting light source vector
and the surface normal vector, and to camera parameters like integration time
or gamma correction non-linearities. In his fundamental work [19], Wandell uses
low-dimensional linear models for the representation of spectral reflectance and
illuminant functions. Using DE and Ds basis functions Ei(λ) and sj (λ), respec-
tively, the illumination E (λ) and surface reflectivity s(λ) can be formulated as:

E(λ) =
DE−1∑
i=0

εiEi(λ), s(λ) =
Ds−1∑
j=0

σjsj (λ). (2)

There exist many possibilities to select basis functions, e.g. Fourier expansion, or
a basis derived from a principal components analysis of a representative spectral
reflectance set. Now, if the illuminant is known by its coefficients εi, the linear
image formation model (1) can be reduced to

ρ = ΛEσ (3)

where σ is a column vector of surface basis function coefficients σj and ΛE is
the lighting matrix where the kjth entry is

ΛEkj =
DE−1∑
i=0

εi

∫
λ

R(k)(λ)Ei(λ)sj (λ)dλ. (4)
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Note that ΛE depends only on the light source (εi and Ei(λ)), the surface ba-
sis functions sj (λ) and the sensor characteristics R(k)(λ) but not on the actual
surface reflectance coefficients σj . Thus, in case of an illumination change, there
will be alterations in ΛE which affect each surface point equivalently. Following
the work of Barnard [1], we assume a 3-dimensional surface reflection model
(Ds = 3). Note, that there is no restriction on the dimensionality of the illumi-
nation spectrum (DE). Thus, with K = 3 color sensors, we obtain a 3×3 lighting
matrix ΛE. Now, let ρE1 = ΛE

E1σ be the sensor response under illumination
E1 and ρE2 = ΛE

E2σ the response under E2. Substituting the common term σ,
it can be shown easily that

ρE2 = ΛE
E2(ΛE

E1)−1︸ ︷︷ ︸
M

ρE1, (5)

i.e. the illumination change induces a linear transform of the sensor responses by
a 3×3 matrix M . Assuming narrow-band sensors, a diagonal transformation D
can be used as an approximation which is known in color constancy literature
as the von Kries coefficient rule [1].

3 Sum- and Difference-Histograms in Color Space

In this section we introduce the sum- and difference histogram features as pro-
posed by Unser [16]. They are based on the so-called co-occurrence features in-
troduced by Haralick [5] which are based on an estimate of the joint probability
function of pixels in certain spatial relationships. Sum- and difference-histograms
provide an efficient approximation for the joint probability by counting the fre-
quencies of sums respectively differences of pixel pairs

πrΘ = [(x1, y1), (x2 = x1 + r cosΘ, y2 = y1 + r sinΘ)] (6)

with the radial distance r and the angular displacement Θ. With G being the
maximum intensity level these histograms are defined as:

hS(i) = |{πrΘ|I(x1, y1) + I(x2, y2) = i}| , (7)
hD(j) = |{πrΘ|I(x1, y1) − I(x2, y2) = j}| , (8)

with i = 0, . . . , 2(G − 1) and j = −G + 1, . . . , G − 1. In general, it is sufficient
to use Θ ∈ {0, π/4, π/2, 3π/4} and a small radius r, and calculate features on
each of the histograms separately. The approximative probabilities are derived
by normalization with the total number of pixels N in the considered image
region of interest:

pS(i) =
hS(i)
N

, pD(j) =
hD(j)

N
. (9)

Integrated color texture extraction by intra- and inter-plane sum- and difference-
histograms

hS,D
(pq)(i) =

∣∣∣
{
πrΘ|I(p)(x1, y1) ± I(q)(x2, y2) = i

}∣∣∣ (10)
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was presented in [10] and will be reviewed shortly here. Here, joint probabilities
over different color channels p, q ∈ {R, G, B} are approximated and evaluated by
the same features as in the gray level case. In the following intra-plane features
are computed from pixel pairs within each plane p = q and inter-plane features
from distinct planes p �= q. All features for differenct directions Θ and different
intra- or inter-plane combinations are concatenated to the final feature vector
which is used for classification.

4 Deriving Illumination Invariant Features

The next section is dedicated to the analysis of the sum- and difference-
histograms and derived features in context of a multiplicative or diagonal il-
lumination change. A multiplicative illumination change has influence only on
the brightness of an image pixel and can be modeled by a multiplicative factor
k. In consequence the sum- and difference-histograms change by:

ĥS,D
(pq)

(i) =
∣∣∣
{
πrΘ|k · I(p)(x1, y1) ± k · I(q)(x2, y2) = i

}∣∣∣
=

∣∣∣
{
πrΘ|I(p)(x1, y1) ± I(q)(x2, y2) = i/k

}∣∣∣ = hS,D
(pq)(i/k).

(11)

This is true for intra-plane (p = q) and inter-plane (p �= q) histograms, not
counting quantization errors. For the diagonal model, the illumination change is
equivalent to an independent scaling of each color channel by a separate factor
kp. Intra-plane histograms will therefore change similarly. Thus, in the follow-
ing considerations we will restrict ourselves only to the intra-plane model with
multiplicative and diagonal illumination change.

Unser [16] proposed a set of 15 features based on the normalized sum- and
difference distributions pS(i) and pD(j) (see Table 1) which will be analysed with
regard to the influence of illumination changes. Therefore, we try to express the
value of a feature under illumination change ĉ as a function of the feature c
under unchanged illumination. As an example, we derive the following change
for the feature sum mean c0:

ĉ0 = µ̂s =
∑

i

p̂s(i) · i =
∑

i

ps(i/k) · i =
∑
i′

ps(i
′
) · ki

′
= k · c0 (12)

As can be seen, the feature c0 is scaled by the factor of the multiplicative illu-
mination change. Similarly, the feature sum variance c1 can be considered and
reformulated by variable substitution:

ĉ1 =
∑

i

(i − µ̂s)2p̂s(i) =
∑

i

(i − kµs)2ps(i/k) =
∑
i′

(ki
′ − kµs)2ps(i

′
) = k2c1

(13)
In this case the feature c1 is scaled by the square of the illumination change. We
conducted this analysis on all 15 features with the summary of results in Table 1.
In total 6 of 15 features, namely sum energy c2, sum entropy c3, diff energy c6
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Table 1. Scalar texture features derived from sum- and difference-histograms with the

original features by Unser [16] and the same features under illumination change with

multiplicative and intra-plane model and modified features invariant against illumina-

tion changes

Features Original Definition Illumination Change New Definition

I ′(p) = kp · I(p)

sum mean c0 = µs =
∑

i ips(i) ĉ0 = k · c0 -

sum variance c1 =
∑

i(i − µs)
2ps(i) ĉ1 = k2 · c1 ĉ

′
1 = ĉ1

µ̂2
s

= c1
µ2

s

sum energy c2 =
∑

i p2
s(i) ĉ2 = c2 ĉ

′
2 = ĉ2 = c2

sum entropy c3 = −∑
i ps(i) log ps(i) ĉ3 = c3 ĉ

′
3 = ĉ3 = c3

diff mean c4 = µd =
∑

j jpd(j) ĉ4 = k · c4 ĉ
′
4 = ĉ4

µ̂s
= c4

µs

diff variance c5 =
∑

j(j − µd)2pd(j) ĉ5 = k2 · c5 ĉ
′
5 = ĉ5

µ̂2
s

= c5
µ2

s

diff energy c6 =
∑

j p2
d(j) ĉ6 = c6 ĉ

′
6 = ĉ6 = c6

diff entropy c7 = −∑
j pd(j) log pd(j) ĉ7 = c7 ĉ

′
7 = ĉ7 = c7

cluster shade c8 =
∑

i(i − µs)
3ps(i) ĉ8 = k3 · c8 ĉ

′
8 = ĉ8

µ̂3
s

= c8
µ3

s

cluster prominence c9 =
∑

i(i − µs)
4ps(i) ĉ9 = k4 · c9 ĉ

′
9 = ĉ9

µ̂4
s

= c9
µ4

s

contrast c10 =
∑

j j2pd(j) ĉ10 = k2 · c10 ĉ
′
10 = ĉ10

µ̂2
s

= c10
µ2

s

homogenity c11 =
∑

j
1

1+j2
pd(i) ĉ11 =

∑
j
′ 1

1+(kj
′
)2

pd(j
′
) -

correlation c12 = c1 − c10 ĉ12 = k2 · c12 ĉ
′
12 = ĉ12

µ̂2
s

= c12
µ2

s

angular 2nd moment c13 = c2 · c6 ĉ13 = c13 ĉ
′
13 = ĉ13 = c13

entropy c14 = c3 + c7 ĉ14 = c14 ĉ
′
14 = ĉ14 = c14

and diff entropy c7 as well as the total entropy c14 and the angular second
moment c13 are invariant under this model of illumination change. That means,
that more than half of all features are affected by diagonal illumination changes,
thus degrading classification performance. From Table 1 it is also obvious, that
all other features except homogenity c11 contain a power of k as a multiplicative
factor. Therefore, we propose to normalize these features except c0 by a power
of the sum mean c0 = µs, thus canceling out the factor k. Normalizing e.g. the
sum variance c1 yields

ĉ
′
1 =

ĉ1

ĉ2
0

=
k2c1

k2c2
0

=
c1

c2
0

. (14)

All modifications are summarized in Table 1 representing a new set of illumina-
tion invariant features c′.

5 Experiments and Results

To validate our newly defined texture features we used two different color image
sets. The first one is taken from the VisTex (Vision Texture) database [17] pub-
lished by the MIT. We selected 32 images showing different color textures (also
used in [9,10]). We selected 10 disjoint 64× 64 pixel regions of interest (ROI) in
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each image for training of a k nearest neighbor classifier and another set of 10
regions per image for validation of the classification performance. To simulate
illumination changes complying with the diagonal model, we calculated diag-
onal transform matrices based on the RGBCIE-system by linear least squares
regression. As there is no illumination related information available about the
origin of the VisTex images, we assumed transformations from CIE daylight il-
luminant D55 with 5500 K CCT (correlated color temperature) to six different
color temperatures in the range of 4000 to 7000 K. This leads to a color shift
from a reddish (4000 K) to a bluish (7000 K) tint. To avoid clipping artefacts by
coefficients > 1, the gray level dynamic of the original images was compressed
by the factor 0.8.

The second data set we used, originates from a medical application of color
texture analysis for the classification of different types of mucous tissue inside
the esophagus. All images were acquired by a high-resolution magnification en-
doscope3 after application of acid solution to enhance mucous structures. For
each tissue class, irregularly bounded ROI’s were classified by clinical experts
with histologic confirmation by conventional biopsy. The whole data set includes
390 images with a total of 482 ROI’s.

All texture features were individually normalized to µ = 0 and σ = 1 on the
training data set to ensure equal weighting in the calculation of the classifier’s
distance function. Fig. 1(a) shows the classification accuracy of the original and
the illumination invariant features with and without the variant feature c11 for
different diagonal illumination changes. Note that at 5500 K no illumination
change takes place as we have chosen to use this point as the reference illu-
mination. For the endoscopic data set Fig. 1(b) summarizes the classification
accuracy in a leaving-one-out setting. We gathered results for the original image
resolution of 768 × 576 pixels and 3 further reduction steps of a Gaussian mul-
tiresolution pyramid which proved advantageous in previous experiments and is
advantageous to reduce computation time. In every case the illumination invari-
ant feature set is superior to the original definition. However, the variant feature
c11 (homogenity) seems to have a strong contribution on the final result so that
it should not be excluded despite its obvious dependency on the illumination.

6 Discussion

In this work we presented the analysis of the sum- and difference histogram color
texture features [10,16] with respect to changes in the spectral characteristics of
the illumination. We modeled illumination changes by a diagonal transformation
matrix based on a linear image formation model and have shown how the sum-
and difference-histograms change with the coefficients of this matrix. Based on
this analysis, we have presented novel definitions for features which are invariant
to the considered illumination change.

Experiments on artificial and real images have shown that improvements in
classification accuracy can be obtained by such a normalization. However, the
3 Olympus GIF Q160Z.
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Fig. 1. Classification accuracy for sum- and difference-histogram features shown for

the original features of Unser, our illumination invariant features including the variant

feature c11 (Ill.Invar.) and without c11 (Ill.Invar. only). (a) Simulated diagonal illu-

mination changes on VisTex images assuming RGBCIE-system with transformations

from 5500 K to a range of 4000 to 7000 K. (b) Classification of real endoscopic images

of the esophagus for different resolutions in a multiresolution Gaussian pyramid.

amount of improvement naturally depends on the degree of change in the illu-
mination, e.g. with 4000 K an improvement of 11% has been reached compared
with only 2% in the reference cased (5500 K). For the endoscopic data set a
maximum improvement of 4% for the original resolution and 2% for the reduced
resolutions is a sign for the stability of the light source with respect to aging. Of
course stronger improvements are expected for applications under natural light,
e.g. in outdoor scenarios.
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10. C. Münzenmayer, H. Volk, C. Küblbeck, K. Spinnler, and T. Wittenberg. Mul-
tispectral Texture Analysis using Interplane Sum- and Difference-Histograms. In
L. V. Gool, editor, Pattern Recognition - Proceedings of the 24th DAGM Sympo-
sium Zurich, Switzerland, September 2002, pages 25–31, Berlin, 2002. Springer.
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