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Abstract—Accurate and fast localization of a predefined target
region inside the patient is an important component of many
image-guided therapy procedures. This problem is commonly
solved by registration of intraoperative 2-D projection images to
3-D preoperative images. If the patient is not fixed during the
intervention, the 2-D image acquisition is repeated several times
during the procedure, and the registration problem can be cast
instead as a 3-D tracking problem. To solve the 3-D problem,
we propose in this paper to apply 2-D region tracking to first
recover the components of the transformation that are in-plane to
the projections. The 2-D motion estimates of all projections are
backprojected into 3-D space, where they are then combined into a
consistent estimate of the 3-D motion. We compare this method to
intensity-based 2-D to 3-D registration and a combination of 2-D
motion backprojection followed by a 2-D to 3-D registration stage.
Using clinical data with a fiducial marker-based gold-standard
transformation, we show that our method is capable of accurately
tracking vertebral targets in 3-D from 2-D motion measured in
X-ray projection images. Using a standard tracking algorithm
(hyperplane tracking), tracking is achieved at video frame rates
but fails relatively often (32% of all frames tracked with target
registration error (TRE) better than 1.2 mm, 82% of all frames
tracked with TRE better than 2.4 mm). With intensity-based 2-D
to 2-D image registration using normalized mutual information
(NMI) and pattern intensity (PI), accuracy and robustness are
substantially improved. NMI tracked 82% of all frames in our
data with TRE better than 1.2 mm and 96% of all frames with
TRE better than 2.4 mm. This comes at the cost of a reduced
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frame rate, 1.7 s average processing time per frame and projec-
tion device. Results using PI were slightly more accurate, but
required on average 5.4 s time per frame. These results are still
substantially faster than 2-D to 3-D registration. We conclude that
motion backprojection from 2-D motion tracking is an accurate
and efficient method for tracking 3-D target motion, but tracking
2-D motion accurately and robustly remains a challenge.

Index Terms—Frameless stereotactic radiosurgery, motion
backprojection, real-time target tracking, 2-D to 2-D registration,
2-D to 3-D registration.

I. INTRODUCTION

THE CyberKnife (Accuray, Inc., Sunnyvale, CA; see
Fig. 1) is a robotic frameless stereotactic radiosurgery

system used in cancer therapy [1]. It is an example of an
image-guided therapy system that determines the intraoperative
patient position by registration of a three-dimensional (3-D)
preoperative computed tomography (CT) image to intraoper-
ative two-dimensional (2-D) projection images (see Fig. 2 for
examples). In the case of the CyberKnife system, two X-ray
projection images are acquired simultaneously using a pair
of orthogonal flat-panel amorphous silicon detectors (ASDs).
Their locations and projection geometries are constant over
time and known with very high accuracy in the intraoperative
coordinate system. The projection images are registered to the
preoperative CT image, in which the treatment target (typically
a tumor) and therapy beams have been defined. The registration
yields the current patient pose so that the therapy beams are
accurately aligned with their planned position and orientation
with respect to the desired target.

In many clinical applications, X-ray image acquisition is re-
peated at frequent intervals during the intervention to track the
patient’s motion over time. In the case of the CyberKnife radio-
surgery system, for example, cervical spine patients are fitted
with a molded Aquaplast (WFR/Aquaplast Corp., Wyckoff, NJ)
that stabilizes the head and neck on a radiographically trans-
parent headrest. Thoracic and lumbar spine patients rest in a
conformal alpha cradle during CT imaging and treatment. These
supports help maintain the general orientation of the anatomy
and minimize patient motion. Nonetheless the patient can and
does move slightly during treatment. Thus, acquisition of the
X-ray images is repeated periodically (typically in 1–min in-
tervals) to follow the patient’s motion over time and adapt the
beam targeting accordingly. For each new pair of X-ray images,
this requires a new registration to the CT image, which is time
consuming and, in the presence of large motion, not very robust.

0278-0062/$20.00 © 2005 IEEE
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Fig. 1. CyberKnife system with (1) ceiling-mounted X-ray source, (2) ASD,
and (3) robot-mounted therapy beam source. A second X-ray imaging system
with ceiling-mounted source (not visible) and floor-mounted ASD (partly
visible) is installed perpendicular to the first system.

However, much of the 3-D motion can be deduced from the mo-
tion of objects seen in the 2-D projection images, in particular
from a pair of orthogonal projections. This principle has been
applied in numerous works (see [2] for a recent survey).

For radiosurgery treatment of the spine, the only method used
in clinical practice requires bone-implanted markers that can
be easily identified and efficiently tracked in the projection im-
ages. Such markers can also be implanted in soft tissue, thus
allowing, for example, the respiratory tracking of organ motion
[3]. Fiducial marker-based methods are in general fast, accu-
rate, and robust. However, artificial fiducial markers require a
separate surgical implantation procedure. Marker implantation
is not always possible, is often considered too invasive to be
clinically acceptable, and entails risk, especially in the cervical
spine where the vertebral structures are small and fragile. There
is also the issue of whether it is acceptable to leave markers per-
manently implanted.

Virtually all marker-free target tracking methods are 2-D to
3-D image registration methods, i.e., they solve the alignment
problem between the 3-D image and the observed 2-D projec-
tion images independent of the concept of motion. To the extent
that these methods deal with multiple projection image sets ac-
quired over time, information from previous frames is only im-
plicitly used in the form of the initial 3-D transformation param-
eters. This is true for methods based on digitally reconstructed
radiography (DRR) images [4]–[6], as well as for techniques
based on contours [7] and image gradients [8], [9].

We propose in this paper to exploit the observed motion be-
tween subsequent projection images to track patient motion.

Fig. 2. ASD X-ray images acquired using a CyberKnife system during
treatment of a patient with a tumor in the cervical spinal cord. (a) Pairs of images
are acquired simultaneously from orthogonal projection directions. Three
bone-implanted markers (marked by white circles) used for target tracking
in this patient are clearly visible. These markers provide the gold-standard
transformations used for validation in this paper. (b) Magnifications of target
region and markers from the images in (a).

For each projection image, a markerless real-time 2-D region
tracking algorithm [10] is used to obtain an estimate of the
in-plane motion relative to the previous frame. The in-plane mo-
tion estimates from all projections acquired at the same time are
then combined consistently into an estimate of the 3-D motion,
resulting in an estimate of the new patient-to-image transforma-
tion. A schematic illustration of our proposed method is shown
in Fig. 3. The backprojected 3-D motion prediction can be used
as is, or it can be refined by a full 2-D to 3-D registration. After
motion prediction, the registration is started in close proximity
of the correct transformation, which improves both its accuracy
and its computational efficiency. We evaluate our method with
clinical data from 10 patients treated for spinal tumors with the
CyberKnife radiosurgery system, but the technique itself is ap-
plicable to other treatment systems and clinical applications.

Other groups, such as Sarrut & Clippe [11], have previously
suggested using 2-D in-plane transformations to speed up the
2-D to 3-D registration process by precomputing out-of-plane
DRR images and applying 2-D in-plane transformations to them
during the registration. Our method is different in that it takes
the opposite approach. We reverse the direction of inference by
directly estimating the 3-D transformation from the observed
2-D motion. Our technique can thereby take advantage of the
full X-ray image resolution, as well as the real-time performance
of the 2-D region tracking algorithm.
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Fig. 3. Schematic illustration of the 3-D motion estimation process. The patient motion leads to 2-D motion in the n projection images. In each projection image,
this motion is tracked and backprojected into 3-D space using the known projection geometry. From all n 3-D motion estimates, a consistent 3-D motion estimate
is generated, which is then used to update the patient position. In this paper, i.e., for the CyberKnife system, n = 2.

Plattard et al. [12] evaluated 2-D to 2-D registration of DRR
and portal images using mutual information for patient setup in
radiation therapy. Their work, however, did not deduce 3-D mo-
tion from the observed 2-D transformations. Birkfellner et al.
[13] presented a method for 2-D to 3-D registration that de-
couples the in-plane rotation of the projection image from the
remaining 5 degrees of freedom of the full 3-D rigid transfor-
mation. They did not perform a 2-D to 2-D registration, how-
ever, and the registration continued to require computation of
DRR images by ray casting. Also, neither Plattard nor Birk-
fellner considered the tracking of patient motion over time as
opposed to setup of a static patient position. In recent work,
Brewer et al. [14] described a method for tumor tracking using a
template correlation-based method for tracking markers in fluo-
roscopy images. In addition to requiring markers, their method
only produced an estimate of the expected maximum range of
tumor motion in 3-D. It did not produce an actual estimate of
the 3-D target position at any given time.

The present paper is, to the best of our knowledge, the first
to use markerless 2-D tracking in X-ray projection images for
3-D target tracking. In particular, our work makes the following
novel contributions: 1) backprojection of in-plane motion to 3-D
space; 2) closed-form solutions for consistent 3-D translation
estimation, and for rotation estimation from images acquired
using mutually perpendicular projection geometries; 3) evalua-
tion of a region tracking algorithm for real-time motion tracking
in X-ray images and comparison to intensity-based 2-D regis-
tration; 4) evaluation of markerless 3-D target tracking perfor-
mance using clinical data with fiducial marker-based gold stan-
dard transformations.

The remainder of this paper is organized as follows. In
Section II we develop the general concept of our core con-
tribution, backprojecting 2-D motion into 3-D space, and
present expressions for consistent 3-D motion estimates from
2-D motion in multiple projection images. In Section III we
review the two techniques for 2-D motion tracking that we
evaluated: region tracking using a hyperplane approach, and
intensity-based 2-D to 2-D registration. Section IV presents
quantitative results obtained using clinical data with fiducial
marker-based gold-standard transformations from 10 patients.
The paper is concluded by a discussion of the results, their
clinical relevance, and possible extensions in Section V.

II. THREE-DIMENSIONAL MOTION FROM 2-D MOTION

A. Problem Statement

Image-guided therapy based on preoperatively acquired 3-D
images requires a coordinate transformation that maps the pre-

operative image coordinates to the coordinates of the physical
space of the patient and the treatment room. Often this transfor-
mation is assumed to be rigid. This assumption is not correct in
general for the spinal application we use for evaluation in this
paper, but we avoid this problem by tracking an individual ver-
tebra, which is locally approximately rigid. For the CyberKnife
radiosurgery system, and other image-guided therapy systems
that use interoperative X-ray images to estimate this transfor-
mation, the location and geometry of the X-ray imaging system
is known accurately in the physical space (patient) coordinate
system from a calibration process. The target and treatment plan
on the other hand are defined in the coordinates of the preoper-
ative CT image.

The objective of target region tracking is to maintain an accu-
rate coordinate transformation between patient and image coor-
dinates, taking into account patient motion. We assume that the
initial transformation is known. From motion observed in
the 2-D projection images we estimate the transformation
at time , i.e., the time when the th projection image set
was acquired.

For two independent projection devices, the result of the
tracking for any given frame is a pair of 2-D translation vectors,
which quantify the in-plane shift of the tracked region in the
projection images, and a pair of rotation angles, which quantify
the respective rotations of each tracking region about its center.
This motion is always expressed relative to frame .

B. Three-Dimensional Translation Estimation

The projection geometry and mathematical symbols used are
illustrated in Fig. 4. For two projections, let be the normal-
ized (i.e., ) 3-D direction vector of detector plane
A in the pixel direction. Analogously let be the normal-
ized vector in the pixel direction of detector A, as well as
and for detector B. In our application, the direction vectors
are invariant over time, as the projection imaging devices of the
CyberKnife system are installed in fixed locations. However,
this is coincidental for our work and not a requirement of the
proposed method.

1) Motion Backprojection: The result of the tracking for any
given frame is a pair of 2-D translation vectors and , which
quantify the in-plane shift of the tracked region in millimeters
in projection images and , respectively. From these and
the detector orientations we can compute the 3-D motion of the
tracked pattern as

and

(1)
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Fig. 4. Projection geometry and notation for translational motion
backprojection. The focal length f is the distance between the X-ray
source and the projection plane. The object-to-projection plane distance d is
the distance between the center of the CT image and the projection plane. The
projection plane is spanned in 3-D by the vectors ~x and ~y. The 2-D translation
vector ~t from tracking is backprojected to yield the 3-D translation vector ~d.

The 3 2 matrices and rotate the 2-D transla-
tion vectors and , respectively, from the 2-D X-ray image
coordinate system to the 3-D treatment room coordinate system.
The coefficients and are linear scaling factors that take
into account the perspective effect of the X-ray projection. For
projection A this factor is

(2)

For projection B, the scaling factor is computed accordingly.
Note that (2) is only correct on the central (orthogonal) projec-
tion ray, at a distance from the focal point. However, for
the large focal length in our application ( mm,

mm versus 200 mm X-ray field of view (FOV)
and 500 mm transverse CT FOV) the approximation is suf-
ficiently accurate. The (unlikely) worst case occurs if the re-
gion tracked in 2-D corresponds to a region that resides near
the boundary of the CT image rather than in its center. For
image sizes and geometry as given above, the approximation
error would then be 0.07 mm per millimeter of motion observed
in the X-ray image.

2) Consistent Translation Estimation: Since for two or more
projection geometries, not all of the detector orientations are
orthogonal in 3-D, we have to compensate for multiple con-
tributions along the same directions. Let ,

, and be the , , and unit column vec-
tors, respectively. When all projection plane direction vectors
are added with unit weights, the accumulated contribution in
3-D in direction of the positive dimension is

... (3)

where is the matrix that contains all projection plane direc-
tion vectors as its columns, i.e., for two projections A and B

(4)

Likewise, the contributions and along the and direc-
tions, respectively, can be expressed. With these, the matrix that
normalizes the sum of all directions to unity is

(5)

Using and the 3-D in-plane translation vectors and ,
we can obtain a consistent 3-D translation estimate as

(6)

As a concrete example, consider the projection geometries of
the CyberKnife system, illustrated in Fig. 6, which provided the
data for evaluation in Section IV. The two ASD devices of the
CyberKnife system have the following direction vectors:

(7)

for projection A and

(8)

for projection B. These yield , so when
combining the motion estimates from the two projections, the
contributions along the parallel (although oriented in opposite
directions) axes of both projections are averaged. The con-
tributions from the axes of the projection planes, which are
orthogonal with respect to each other and with respect to the
axes, are taken as they are. This is precisely what one would in-
tuitively expect.

C. Three-Dimensional Rotation Estimation From Mutually
Perpendicular Projections

For mutually perpendicular projection geometries, a consis-
tent 3-D rotation can be estimated from the 2-D in-plane ro-
tations. This is possible because any in-plane rotation in one
projection plane is entirely out-of-plane for any projection per-
pendicular to the first.

Let be the in-plane rotation angle of the tracked region
around its center for projection A. Then directly corresponds
to a 3-D rotation of the same angle around the central ray of
projection A. Note, however, that by rotating around the center
ray an additional translational component is introduced. To pre-
vent this, we rotate instead around a rotation axis parallel to the
center ray but through the center of the tracked region. Both
rotations are equivalent as such, but the latter requires no trans-
lational correction. With this in mind, the in-plane rotation for
projection A corresponds to a 3-D transformation described by
a homogeneous matrix , which is a ro-
tation by around an axis parallel to the normal vector
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Fig. 5. Projection geometry and notation for rotational motion backprojection.
The 2-D in-plane rotation angle ! corresponds to a 3-D rotation around the axis
parallel to the plane normal ~n through the center ~C of the tracked region.

of projection image A through the center of the tracked re-
gion in frame . See Fig. 5 for a schematic illustration of the
situation.

Likewise, let be the in-plane rotation angle for projection
B. The 3-D rotation corresponding to is computed analo-
gously to the one for projection A. However, since the rota-
tion has changed the coordinate system, this needs to be
taken into account by rotating the next rotation axis and refer-
ence point accordingly. The appropriately adapted rotation from
projection B is thus . The com-
bined rotational component from projections A and B is

(9)

When there is a third projection , perpendicular to both A and
B, then a third rotational component can be defined and
incorporated analogously.1

D. Consistent 3-D Rigid Transformation

Let the (known) coordinate transformation between the CT
image coordinate system and the patient coordinate system at
time be described by the homogeneous matrix ,
which defines a mapping . Then the consistent 3-D
transformation estimate for a given frame is computed as

(10)

Here, is the homogeneous matrix that implements the
translation as defined by (6). The matrix is the com-
bined rotation matrix as defined by (9). The resulting matrix

defines the (estimated) transformation from the CT image
coordinates to the patient coordinate system at time .

Note that an alternative method to simultaneously estimate
all parameters of the consistent 3-D transformation that best
explains the observed 2-D motion was suggested by Sarrut &
Clippe [11]. Their method determines the parameters of the 3-D

1We are not aware of any such imaging system currently in existence, but it
is technically possible and our method would support its projection geometry in
a straightforward way.

Fig. 6. Schematic illustration of the CyberKnife setup and coordinate system.
The two ASDs are mounted perpendicular to each other. See Fig. 1 for a
photograph of an actual CyberKnife system.

rigid transformation that minimizes the mean squared error be-
tween a set of random points in 3-D that are forward projected
onto each projection plane and the same points projected and
transformed in plane using the observed 2-D motion parame-
ters. While this method is more general than ours (it inherently
supports arbitrary numbers of arbitrary projection geometries),
it involves an additional iterative optimization step. This can po-
tentially lead to decreased computational performance and con-
vergence issues. Since we limit our evaluation in the paper to
data from perpendicular projection geometries, we prefer to use
our closed-form solution of the 3-D transformation for this spe-
cial case.

III. TRACKING AND REGISTRATION ALGORITHMS

A. 2-D Region Tracking

To track objects in the projection images at high frame rates,
we use an independent implementation [15] of the hyperplane
tracking algorithm introduced by Jurie & Dhomes [10]. The
tracking algorithm is trained on a manually drawn region of
interest (ROI) in frame 0. Only a relatively small number of
so-called template points inside the ROI is actually considered
for tracking. The template points can be selected randomly, or
based on image features. Out of three different template point
selection methods [16] that we evaluated (uniform random dis-
tribution, selection based on image gradient, selection based on
image intensity variance) we found that the uniform random dis-
tribution performed best on X-ray images.

Initial tests to determine the best parameters of the hyper-
plane tracking algorithm further showed that a larger number
of template points did not necessarily result in more accurate
motion estimation. Computing the tracking errors at the tips of
the bone-implanted markers revealed that this effect originates
in the 2-D motion tracking (Fig. 7). One possible explanation for
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Fig. 7. Tracking error at marker tips in X-ray images from one patient versus
number of template points in the hyperplane tracking algorithm. For each
template point density, 50 tracking passes were performed using different
template point positions (medium tracking region size, uniform random
distribution, translation and rotation). The graph shows the average tracking
error over all passes at the tips of the bone-implanted markers.

this behavior is that there is no truly rigid relationship between
the markers and the target region. It is encouraging, however,
that as long as the density of template points does not fall under
a certain minimum, the tracking errors is fairly insensitive to the
actual density. In order to ensure that we are operating in the flat
part of the accuracy curve, we fix the number of template points
as 200 for the evaluation in this paper.

After the specification of the ROI and the selection of tem-
plate points in the first image of the sequence, the reference
template is represented by a vector , which
contains the 2-D coordinates of the template
points. The gray-level intensity of a point in frame is given
by . Consequently, vector contains the intensi-
ties of template in frame .

The transformation of the reference template is modeled by
, where contains the transformation pa-

rameters and is the function that applies the transfor-
mation to the template point coordinates. Template matching
can be described as computing the transformation parameters

that minimize the least-square intensity difference between
the reference template and the current template. To reduce the
computational cost of a nonlinear optimization, [10], [17] use a
first-order approximation

(11)

with the error vector

(12)

Two approaches have been suggested in the literature for com-
puting the matrix in (11). Hager & Belhumeur [17] proposed
using a Taylor approximation. Jurie & Dhomes [10] used an ini-
tialization stage (i.e., training step) where a number of random
motions are simulated and are used to estimate matrix by a
least-squares estimation. Note that this initialization needs to be
performed only for the first frame in the image sequence. For the
work described in this paper, we use the hyperplane approach
[10], due to its superior basin of convergence.

Tracking is trained on the first frame by applying 1000
random transformations to the reference template. For every
transformation the error vector at the template points is cal-
culated according to (12). Also, the parameter vectors of the
corresponding transformations are stored. The matrix is
computed from all error vectors and transformation parameter
vectors using a least squares estimation. For more details on
background and implementation of the hyperplane tracking
algorithm, which are beyond the scope of this paper, the inter-
ested reader is referred to Jurie & Dhomes [10].

The quality of tracking depends on the training. If the random
transformations are strong, the tracker is able to estimate strong
movements but lacks in accuracy. Otherwise if the random trans-
formations are weak, the tracker estimates the movements very
accurately, but fails in case of strong movements. A coarse to
fine strategy is, therefore, used in a five-level tracker hierarchy.
The top level tracker is trained by a maximum transformation of
30 pixels (12 mm) in each direction, the bottom level tracker is
trained using a maximum transformation of 3 pixels (1.2 mm).

Typical problems in template tracking are intensity fluctua-
tions caused by the change of illumination. X-ray images are
affected similarly, for example by soft tissue motion, or by ad-
justments of the X-ray dose. Errors in estimation of the trans-
formation parameters may, therefore, occur, as the error vector
is computed directly from intensity values. To overcome this
problem, we normalize all intensity values that are used in (12)
by

(13)

where and are the maximum and min-
imum intensity values of the local neighborhood of a pixel
in the image in frame . For the experiments in this paper, the
local neighborhood is a 31 31 square centered at . Note that
this normalization does not need to be performed on the whole
image, but only on the region points which are affected by the
tracker.

B. Intensity-Based 2-D to 2-D Registration

For comparison with the region tracking algorithm, we have
implemented a rigid 2-D to 2-D registration algorithm based on
a successful 3-D to 3-D algorithm [18]. As the registration met-
rics, we use here two image similarity measures that have pre-
viously been used in intensity-based 2-D to 3-D registration [5]
and are known to be somewhat effective at registering X-ray
images, pattern intensity (PI) [19] and normalized mutual infor-
mation (NMI) [20].

The PI metric is computed by evaluating the local information
in a spherical neighborhood of radius around each
voxel in the difference image as

(14)

To allow for global intensity variation, the difference image
is computed after global multiplicative intensity normalization
using a least-squares scaling factor. For the adjustable param-
eters of PI we follow Penney et al. [5] and use pixels
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as the region radius and as a numerical stabilizer term.
The NMI metric is computed as

(15)

where we estimate the marginal entropies and and the
joint entropy of both images using discrete histograms
[21].

We have also experimented with other similarity measures,
namely normalized cross correlation [4], correlation ratio [11],
[22], gradient correlation, and difference image entropy, but
none of these performed as well as NMI and PI. Likewise,
standard mutual information [21], [23] performed similar to,
but slightly worse than, NMI. We, therefore, limit our detailed
evaluation to the PI and NMI metrics.

The optimal parameters of a 2-D rigid transformation (two
translations, one rotation angle) that maximizes the respective
similarity measure are determined using a hill climbing algo-
rithm [18]. For each image pair, two optimization passes are
performed. To help avoid local optima in the optimization, the
first pass operates on images that are blurred with a Gaussian
kernel (standard deviation mm pixels). The images are
only blurred but not downsampled in order to facilitate estima-
tion of the entropy-based similarity measures using discrete his-
tograms. The second pass operates on the original, unblurred
images.

C. Two-Dimensional to Three-Dimensional Registration

Three-dimensional motion tracking from 2-D projection im-
ages can also be achieved using 2-D to 3-D registration. The
most common class of marker-free registration algorithms com-
pare DRR images computed from a 3-D CT image to the actual
X-ray images. The pose of the CT image is adjusted until the
DRR images best match the X-ray images [4].

The 2-D to 3-D registration algorithm we use here optimizes
the PI image similarity measure [24] between actual X-ray im-
ages and DRRs. The six parameters of the 3-D rigid transforma-
tion that optimizes the similarity measure are computed using a
simple but robust hill-climbing algorithm [18]. We also eval-
uated Powell’s direction set method with Brent’s line search
(modified implementation from Press et al. [25]), but found the
hill climbing algorithm to fail less often.

Instead of computing DRRs by ray casting, our algorithm
employs a progressive attenuation field (PAF) [26]. A PAF is
a dynamically growing table of projection values similar to an
attenuation field [27], [28], which itself is closely related to a
Transgraph [29]. Projection values needed for a DRR but not
found in the PAF are computed on demand using a fast ray
casting engine [30] that is optimized to take advantage of the
SIMD instructions available on the Pentium 4 CPU. The ef-
ficiency of the ray casting algorithm is further improved by
adaptive ray clipping [31] based on a fast implementation of
the Euclidean distance transformation [32]. Every projection
value computed by ray casting is added to the PAF for later use,
thereby reducing the computational cost of further DRR com-
putation as the tracking proceeds from frame to frame.

Tracking by 2-D to 2-D registration and by 2-D to 3-D regis-
tration can be combined in a two-stage algorithm. In particular,

we estimate transformations using each of the following
two combined methods.

1) Two-dimensional to three-dimensional registration of the
CT image to the next X-ray projection image frames.
Each registration starts with , which we have found
to produce better results than starting with the transforma-
tion computed for the respective previous frame.
While it may seem that is in general closer to
than is, starting registration for frame at is
safer since registration might have failed for frame .

2) Three-dimensional motion estimation from 2-D tracking,
followed by a 2-D to 3-D registration, where the output of
the 3-D motion backprojection serves as the starting point
for the 2-D to 3-D registration.

D. Three-Dimensional Motion From Fiducial Marker-Based
2-D Motion

As a validation step, we investigate the 3-D target registration
error (TRE) [33] that can be achieved from 2-D motion based
on the fiducial markers. For each frame and each projection, we
perform a point-based rigid registration in 2-D of the markers
in that frame to the markers in frame . The resulting 2-D
transformation parameters are then used to obtain a 3-D motion
estimate as described in Section II.

Note that there is a fundamental difference between
backprojection of marker-based in-plane motion and 3-D
point-based registration of triangulated marker positions.
While out-of-plane motion affects the in-plane marker-based
motion estimation, it does not interfere with triangulation and
point-based registration in 3-D. So although the same fiducial
markers are used for the 2-D motion estimation and the TRE
computation in 3-D, the TRE will in general not be zero. The
actual magnitude of the TRE is a measure of how accurately
we can track 3-D target motion, given the exact 2-D in-plane
motion from two perpendicular projection images. In other
words, the larger the out-of-plane motion that is not captured
by the 2-D marker motion, the larger the TRE, and vice versa.

IV. EVALUATION OF 3-D TARGET TRACKING

A. Image Data and Gold-Standard Transformations

We apply the methods proposed in this paper to image data
from 10 patients treated for spinal tumors using the CyberKnife
radiosurgery system. All projection images have 512 512
pixels with a pixel size of 0.4 mm (see Fig. 2 for examples).
The preoperative CT images have between 180 and 300 slices
with a slice thickness of 1.2 mm. The in-plane pixel size of the
CT images is between 0.5 mm and 1.0 mm. The true coordi-
nate transformations between physical space and patient (i.e.,
CT image) coordinates are known from bone-implanted fidu-
cial markers [35].

For spinal applications in particular, there is a potential
trade off involving the size of the tracking region. Larger
regions likely contain more trackable features and improve the
algorithm’s capture range. Smaller regions, on the other hand,
strengthen the local rigidity assumption and can, therefore,
help safeguard against nonrigid motion within the tracked
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Fig. 8. Comparison of three different tracking region sizes for one projection from Patient #4 (see Table I for details). This is the same patient used in previous
work [34]. Recall that, in order to avoid bias, the fiducial markers that are visible in these images are segmented and excluded from tracking for the purpose of this
study. (a) Small (target vertebra). (b) Medium (target vertebra plus partial neighbors). (c) Large (target vertebra plus full neighbors). Note that the tracking regions
are aligned with the image coordinate to facilitate their manual definition. This is not a limitation of the tracking algorithms.

TABLE I
OVERVIEW OF PATIENT DATA, TARGET VOLUMES, AND TRACKING REGIONS

The second column lists the target regions, mostly cervical (C) and thoracic (T) vertebrae. The third column gives the sizes of the target volumes for TRE
computation. The fourth column gives the number of X-ray frames available for tracking from each patient (including frame 0 for each patient). The remaining
columns summarize the sizes in X-ray pixels of the three different tracking regions for each patient. See text for details. Patient #10 was treated in the pelvic
region and only a single tracking region was evaluated.

region. We evaluate our motion backprojection method for
three different tracking region sizes for each patient.

1) Small region: encloses only the target vertebra.
2) Medium region: encloses the target vertebra plus approx-

imately half of its neighbors on either side.
3) Large region: encloses the target vertebra plus its entire

two neighbors.

The three tracking regions defined for one of the patients used
in this study are shown in Fig. 8. The sizes in pixels of all three
respective regions for each patient are listed in Table I. Note
that for one of the patients (patient 10) we only evaluated one
tracking region as the target region for this patient was within
the pelvis. The tracking regions were the same for all motion
tracking methods. For hyperplane tracking, we tracked the re-
spective region as described in Section III-A above. For 2-D to
2-D registration we cropped the reference frame 0 to the respec-
tive ROI while keeping the complete floating image. For 2-D to
3-D registration, we computed DRR images for pixels inside
the ROI only.

In order to avoid bias of the evaluation due to the presence of
markers in the X-ray images, these are excluded from tracking.
For each patient, a binary mask for frame 0 from each camera
is defined by first segmenting the implanted markers and subse-
quently applying eight iterations of a morphological dilation op-
erator. The resulting mask marks those areas in the X-ray image
that are prohibited from template point assignment for the re-
gion tracking algorithm. The margin of eight pixels around each
of the markers ensures that template points in the neighborhood
cannot access the marker image, as long as the region motion re-
mains under 3.2 mm (8 pixels 0.4 mm pixel size). The marked
regions are also excluded from the intensity-based registration
algorithm.

For the purpose of this evaluation, we assume that the
correct transformation (i.e., the gold standard) between patient
and CT image coordinates at time is known. Let this
transformation be denoted by a homogeneous matrix .
For the subsequent times we estimate transformation
matrices . The accuracy of the estimated transformation is
then computed as the TRE relative to the respective gold-stan-
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TABLE II
SUMMARY OF 3-D PATIENT MOTION AND TARGET TRACKING RESULTS

dard transformation at time , i.e., . The TRE itself is
computed as the root-mean-square (rms) difference between
coordinates in some region mapped using the estimated
transformation versus those mapped using the gold-standard
transformation

(16)

The region is the target volume of the surgical procedure.
In this study, it is the manually defined bounding box of the
vertebra targeted during radiosurgery.

For comparison, we also compute the “uncorrected TRE,”
that is, the TRE without any motion correction. The uncorrected
TRE uses the gold-standard transformation for frame as
the reference, which is based on the assumption that the initial
position of the patient is known perfectly. For all subsequent
frames , the uncorrected TRE in the target volume
relative to frame 0 is then computed as the rms difference of the
gold-standard transformations at time and time 0

(17)

The uncorrected TRE is identical to the actual patient
motion.

Similar to previous evaluation studies on 2-D to 3-D registra-
tion [26], [35], we distinguish between successfully and unsuc-
cessfully tracked frames by defining a TRE threshold. For the
present study, we use two thresholds, the first at 1.2 mm, which
is the slice distance of the CT images that were acquired for
our patients. Patient motion estimates in 3-D with TRE values
below this threshold have sub-pixel accuracy with respect to the
usual 2-D to 3-D registration approach. The second threshold is
2.4 mm.

B. Results

The results of the 3-D target tracking evaluation are sum-
marized in Table II. All computation times refer to processing
a single frame from one X-ray camera on a single Pentium 4
Xeon CPU with 3.0 GHz clock speed. The 2-D to 3-D regis-
tration algorithm was run on a machine equipped with 2 GB of
main memory to allow sufficient space for the PAF-based com-
putation of DRR images. We group the results by different cri-
teria and discuss in detail the accuracy, robustness, and compu-
tational performance of the different methods.

Over all ten patients (177 tracked X-ray frames), the actual
3-D patient motion exceeded 1.2 mm in 76% of all frames (135
frames) and 2.4 mm in 35% of all frames (62 frames), with a
maximum of 16.4 mm (these are results labeled “No Tracking
(Patient Motion)” in Table II). By backprojecting the in-plane
fiducial marker motion, we obtain a best-case estimate of the
target tracking accuracy for perfect in-plane tracking (these are
results labeled “Marker-based 2-D Motion” in Table II). Using
this benchmark for 3-D motion estimation, the number of frames
with TRE above 1.2 mm was reduced to 6 frames (3%) and the
number of frames with TRE above 2.4 mm was 1 (1%). The
mean TRE of the transformations in the frames with TRE less
than 2.4 mm was 0.6 mm, compared to the mean patient motion
of 1.4 mm.

1) Three-Dimensional Motion From 2-D Tracking: The hy-
perplane tracking algorithm was substantially faster than the
2-D to 2-D registration-based tracking, and it achieved some im-
provement in TRE. But 2-D to 2-D registration-based tracking
produced substantially better improvements in TRE than hy-
perplane tracking. Between the two intensity-based image sim-
ilarity measures, 2-D to 2-D registration using the PI metric
performed better than the NMI metric, and it did so in partic-
ular using smaller regions for registration. The best results were
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achieved using the PI metric on the large tracking regions, but at
an average computational cost per frame of over 5 s. 2-D to 2-D
registration using NMI produced slightly less accurate tracking
results (by approximately 0.1 mm TRE and 2–7% more frames
with mm), but was several times faster. It also ap-
pears that NMI registration benefited more from an increased
tracking region size than PI registration did.

All 2-D tracking algorithms performed better with the “large”
tracked regions compared to the “medium” and “small” regions,
presumably because the “large” regions contain more useful
image information. Using even larger tracking regions, tracking
accuracy did not increase further compared to the results in
Table II. Using hyperplane tracking for example, the number
of frames with TRE over 1.2 mm increased from 44% to 55%
when adding an additional 10 pixels (corresponding to 4 mm)
on all sides of the “large” region. We observed similar behavior
for the remaining tracking and registration methods, and the ef-
fect increased as more data was added (25 and 50 pixels, cor-
responding to 10 mm and 20 mm, respectively). Increasing the
tracking region sizes also substantially reduced computational
efficiency of the registration-based tracking methods.

2) Motion Backprojection Versus 2-D to 3-D Registra-
tion: Initializing the 2-D to 3-D registration algorithm with
a transformation from 2-D motion backprojection slightly
improves the results of the registration algorithm, both in terms
of successfully registered frames and TRE values. Because
when registration fails it does so rather fast, the increase in
successfully registered frames leads to a slight increase in
computation time of the 2-D to 3-D registration, although the
difference is only 1% for the large tracking region.

The most important result when comparing 2-D to 3-D regis-
tration and motion backprojection is that, although motion back-
projection from only two projections is lacking one rotational
degree of freedom, its accuracy is clearly superior to that of 2-D
to 3-D registration. This is true even when 2-D to 3-D registra-
tion is initialized with the transformation obtained from motion
backprojection. It appears that for motion backprojection the ad-
vantage of working on the high-resolution X-ray images rather
than DRR images more than makes up for the lack of one de-
gree of freedom. Of course this is possible only as long as there
is either no substantial change of this particular parameter due
to actual patient motion, or the parameter has limited influence
on the TRE, which seems to be the case for our data. We discuss
this phenomenon in more detail in Section V.

3) In-Plane Versus Out-of-Plane Rotations: In Fig. 9,
the TRE of motion tracking using backprojected 2-D fiducial
marker motion is plotted against the actual out-of-plane rotation
angle as computed from the triangulated 3-D marker positions.
The out-of-plane rotation, which in the case of our data is a
rotation around the body axis, appears to provide a linear lower
bound for the TRE that corresponds to approximately 0.3 mm
TRE for each degree of out-of-plane rotation. This number
depends on the relative location of tracked region and surgical
target, and it would be larger if the distance between the two
was larger.

The TRE results using the best actual 2-D motion tracking
(2-D to 2-D registration, PI similarity measure, large region) are
plotted versus the in- and out-of-plane rotation angles in Fig. 10.

Fig. 9. TRE of 3-D target tracking using backprojected 2-D fiducial marker
motion versus absolute out-of-plane rotation angle over 177 X-ray frames from
10 patients.

With few outliers, most frames were tracked with TRE better
than 1.2 mm up to out-of-plane rotation angles of 2.5 . Sim-
ilarly, most frames were tracked with TRE better then 1.2 mm
for total in-plane rotations below approximately 5 . We note that
the vast majority of all frames had rotation angles below these
respective thresholds.

In Fig. 11, we illustrate the mutual effects between in- and
out-of-plane rotations, robustness of the tracking algorithm, and
resulting 3-D TRE. For each X-ray frame, the tracked region
is interpolated based on the 2-D motion parameters estimated
by 2-D to 2-D registration using the PI and the NMI similarity
metrics. Accurate tracking in the absence of out-of-plane ro-
tations should, therefore, leave the resulting images visually
unchanged.

In frames 1 and 2, small to moderate rotations (up to 3.7 )
have little effect on the 3-D tracking accuracy (3.4 mm and
3.4 mm patient motion corrected to 0.3 mm–0.7 mm TRE). In
frame 3, we observe a combination of out-of-plane rotation by
3.0 and a projection A in-plane rotation by 6.3 , where the
latter is out-of-plane for projection B. This causes 2-D tracking
using PI to fail in projection B, possibly due to the appearance
change of the tracked region. However, the region is still suc-
cessfully tracked using the NMI similarity measure, resulting
in an acceptable TRE of 1.3 mm. This is fairly close to the re-
sult using marker-based 2-D motion estimation (1.0 mm) and
demonstrates that the failure of tracking using PI is due to a lack
of robustness of the 2-D to 2-D registration, rather than due to
the fundamental issue of missing one degree of freedom in the
3-D transformation.

4) Execution Times: Execution time is an important consid-
eration for the clinical application of 3-D motion estimation,
especially for radiosurgery procedures in which patient motion
is repeatedly estimated using periodically acquired X-ray im-
ages (e.g., the CyberKnife). The most common way to estimate
3-D motion is repeated 2-D to 3-D image registration. The mean
CPU time for 2-D to 3-D registration in our work was between
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Fig. 10. TRE values of 3-D target tracking using backprojected motion from 2-D registration (PI; large tracking region) versus in-plane and out-of-plane rotation
angles. (a) TRE versus absolute out-of-plane rotation angles. (b) TRE versus sum of the two absolute in-plane rotation angles.

Fig. 11. Illustration of 3-D TRE versus in-plane and out-of-plane rotation angles (as computed from the triangulated 3-D marker positions) in one case (Patient
#2; large region). The two rows of images show the tracking region in five frames of projection images from camera A and B, respectively. The first column, frame
0, is the reference frame. In the remaining frames, the tracking region has been reformatted from the original X-ray image according to the 2-D motion parameters
computed by 2-D to 2-D registration using PI. The implanted markers were excluded from computation of the similarity measures to avoid bias. For each frame,
the two in-plane rotation angles and the out-of-plane rotation angle are given in degrees. The TRE of the 3-D transformation from motion backprojection is given
in mm. See text for additional information.

35 s and 95 s per frame, depending on the size of the X-ray
ROI used for registration (Table II). These times are compa-
rable to the times of other reported intensity-based 2-D to 3-D
registration algorithms. Generation of DRRs during the opti-
mization search is the primary computational expense in the
intensity-based 2-D to 3-D registration process. The fastest gen-
eration of a DRR with 200 200 pixels (which is a typical size

of an ROI in our registration work) that we are aware of requires
about 30 ms (e.g., [27]). Each iteration of the parameter search
requires the generation of 24 DRRs (two DRRs per transforma-
tion parameter per image, six rigid transformation parameters,
two orthogonal images), and thus each iterative step requires
about 720 ms. Assuming that the number of iterations in the
search is 30–40 iterations, which is easily achieved using a gra-
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Fig. 12. Comparison of X-ray versus DRR image resolution. (a) X-ray image
of the cervical spine. (b) Corresponding DRR computed from the CT image
using marker-based gold standard transformation.

dient-based search, the total execution time is about 25 s. The
time of 3-D motion estimation using 2-D tracking is 5 s for the
first frame, but only 5 ms for subsequent frames (the additional
time for the first frame is due to the estimation of the matrix

in (11)). Even with common 2-D image registration, the av-
erage processing time is about 1 s per frame using the MI metric,
and about 5 s using PI. This is still substantially faster than 2-D
to 3-D image registration. Even if 3-D motion estimation using
2-D tracking turns out in further studies to be less accurate than
using repeated 2-D to 3-D image registration, 2-D tracking in
this study was quite accurate and thus is potentially useful as
an extremely fast indicator of patient motion, which has clinical
relevance for radiosurgery.

V. DISCUSSION

This paper has introduced the concept of tracking the mo-
tion of a target region in 3-D based on the consistent back-
projection of 2-D motion observed in multiple X-ray projec-
tion images. To the best of our knowledge, our work is the first
to achieve markerless real-time tracking of 3-D patient motion
during image-guided procedures. Our initial results on clinical
data from a spinal radiosurgery procedure show that our method
is accurate and fast. We have also shown that it can be combined
with intensity-based 2-D to 3-D registration and improves both
accuracy and computational efficiency of the latter.

The 2-D tracking can take advantage of the full resolution of
the X-ray projection images (0.4 mm pixel size), while the 2-D
to 3-D registration is essentially limited by the resolution of the
preoperative CT image (1.2 mm slice thickness; 1 mm in-plane
pixel size). The difference between a typical DRR image and
the corresponding actual X-ray projection image is illustrated
in Fig. 12.

On the other hand, 2-D tracking cannot correctly identify
components of the 3-D transformation that are out of plane for
the respective projection. In its current form, our method cannot
predict all three angles of 3-D rotations, since for two projection
images, at least one angle is always entirely out of plane for both.
Also, changes in the tracked region due to out-of-plane rotations
can potentially interfere with the correct estimation even of the
in-plane motion components: because X-ray images are line in-
tegrals of attenuation coefficients encountered along rays from
the X-ray source to the detector, the image features used by the
2-D tracker can change with rotation.

Note that we evaluate our method using clinical data from
an actual treatment and imaging system that was optimized for
marker-based target tracking. Two perpendicular projection im-
ages are well-suited for triangulation of fiducial marker position,
whereas for tracking using 2-D motion a third projection would
be needed to capture all 6 degrees of freedom of the 3-D rigid
transformation. The design of the imaging system therefore cre-
ates a bias against our method that could be avoided by de-
signing an imaging setup specifically with 2-D motion tracking
in mind. While adding a third projection would increase the ra-
diation exposure to the patient by 50% per frame, this may be
made up for by the advantages of avoiding marker implantation.
Ultimately, an active X-ray acquisition system [36] that moni-
tors and adapts to target motion may not only improve tracking
accuracy, but also reduce radiation exposure by optimizing the
imaging-related X-ray dose.

The intensity-based 2-D to 3-D registration does not suffer
from these limitations. Thus, although 3-D motion estimation
from 2-D tracking was more accurate than 2-D to 3-D regis-
tration for the ten patients in this study, this might not gener-
ally be true, especially for more substantial patient motion in-
volving rotation about the axis that is out of plane for both X-ray
projection images. Using three perpendicular projection images
and occasional reinitialization of the tracking algorithm after ro-
tations have exceeded a maximum threshold, we hope to also
make the tracking robust to changes of the tracked features due
to out-of-plane rotations.

Unlike marker-based registration, tracking motion from our
clinical data is further complicated by the relatively large time
between X-ray acquisitions, which is on the order of about
1 min. At video frame rates, moderate object motion leads
to relatively small motion from one frame to the next. From
a clinical perspective, it may also be advantageous to reduce
the time between X-ray acquisition, since patient motion that
occurs immediately after acquisition of one set of X-rays will
remain undetected until the next set is acquired. So in the worst
case, the treatment targeting may be inaccurate for almost
1 min.

In this paper, we have focused on the problem of determining
incremental patient motion from successive X-ray projection
images. However, all 3-D motion estimates that result from
tracking are only relative to the absolute 3-D transformation

between patient and CT image coordinates at time 0. A
possible solution to obtain is illustrated in Fig. 13 and
makes use of the fact that tracking the relative motion can
be performed without knowledge of . One can therefore
initiate a full 2-D to 3-D registration as soon as the X-ray
images at time 0 are available. Tracking of the 2-D motion
begins with the second frame and proceeds in parallel until the
2-D to 3-D registration completes. All relative transformations
computed by tracking so far and in the future relate to the
resulting transformation from 2-D to 3-D registration. This
implies that before the registration completes, we have to allow
for an initialization phase, during which we can determine
relative patient motion, but not yet the absolute patient position.
Because tracking also requires negligible computation time
compared to typical X-ray frame rates (the CyberKnife ASDs
currently can produce an X-ray image every 4 s), the 2-D to
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Fig. 13. A possible solution for the first frame registration problem: separation
of initialization phase (registration and tracking) and treatment phase (tracking
only). Registration requires computation time equal to or less than acquiring
and tracking R projection images. Once registration completes, the absolute
transformationT is not known, and treatment commences using the relative
patient motionM for k � R.

3-D registration can even be performed on the same CPU as
the tracking without substantial delay. In order to reduce X-ray
exposure during the initialization phase, X-ray acquisition can
be suspended, but this may complicate relative motion tracking
as patient motion may have accumulated in the meantime.

Another issue we have not addressed in this paper is how
the accuracy of the initial transformation effects the accuracy
of the 3-D target motion estimate, which is the composition of
the initial transformation and the relative motion estimated by
tracking. As West & Maurer [37] showed, TREs of independent
serial transformations add in quadrature, i.e., the square of the
total TRE is the sum of the squares of the individual TREs.
This implies that the TRE of the combined transformation in
our application is smaller than, or in the worst case equal to,
the sum of the individual TREs of initial transformation and
relative motion estimate. If, for example, both transformations
have the same TRE, then the TRE of their concatenation is only

times the individual TRE.
We note that, according to the results presented in this paper,

the accuracy of intensity-based 2-D to 3-D registration is less
than that achieved by 3-D motion backprojection. However, as
Russakoff et al. [38] showed recently, incorporating a single
fiducial marker in the intensity-based 2-D to 3-D registration
can greatly improve its robustness. Using only a single marker
substantially reduces patient discomfort and risk of complica-
tions during implantation, but it is obviously not sufficient for
marker-based registration. It may, however, be a viable strategy
when combined with a hybrid marker-based and intensity-based
2-D to 3-D registration for obtaining the initial transformation
estimate, and our markerless target tracking algorithm for rela-
tive motion tracking. Alternatively, recently presented results by
Van der Kraats et al. [39] suggest that DRR-based registration
methods may not be the best choice for spinal applications, and
that gradient-based methods may perform substantially better.
Such methods could also easily be used to obtain the initial ab-
solute position estimate needed for motion tracking.

Certainly, since we rely exclusively on clinical data for our
quantitative evaluation, data from more patients is needed for
reliable results regarding the application accuracy and robust-
ness of our method. Also, like intensity-based 2-D to 3-D regis-

tration, our algorithm is limited to tracking bony structures that
are clearly visible in projection X-ray images. It cannot be ap-
plied to tracking soft-tissue organs that are not attached to bony
structures, such as the prostate or the liver. Nevertheless, we
conclude from our preliminary analysis that markerless in-plane
motion tracking and motion backprojection is a promising tech-
nique that is capable of tracking 3-D target region motion in real
time with high accuracy.
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