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Abstract. In the past decades, most object recognition systems were
based on passive approaches. But in the last few years a lot of research
was done in the field of active object recognition. In this context, there
are several unique problems to be solved, such as the fusion of views and
the selection of an optimal next viewpoint.
In this paper we present an approach to solve the problem of choosing
optimal views (viewpoint selection) and the fusion of these for an optimal
3D object recognition (viewpoint fusion). We formally define the selection
of additional views as an optimization problem and we show how to use
reinforcement learning for viewpoint training and selection in continu-
ous state spaces without user interaction. In this context we focus on
the modeling of the reinforcement learning reward. We also present an
approach for the fusion of multiple views based on density propagation,
and discuss the advantages and disadvantages of two approaches for the
practical evaluation of these densities, namely Parzen estimation and
density trees.

1 Introduction

The results of 3D object classification and localization depend strongly on the images
which have been taken of the object. For difficult data sets, usually more than one

view is necessary to decide reliably on a certain object class. Viewpoint selection tackles
exactly the problem of finding a sequence of optimal views to increase classification and

localization results by avoiding ambiguous views or by sequentially ruling out possible

object hypotheses. The optimality is not only defined with respect to the recognition
rate, but also with respect to the number of views necessary to get reliable results.

In this paper, we present an approach for viewpoint selection based on reinforcement
learning. The approach shows some major benefits: First, the optimal sequence of views

is learned automatically in a training step without any user interaction. Second, the
approach performs a fusion of the generated views, where the fusion method does

not depend on a special classifier. This makes it applicable for a very wide range of

? This work was partially funded by DFG under grant SFB 603/TP B2. Only the
authors are responsible for the content.

Manuscript



applications. Third, the possible viewpoints are continuous, so that a discretization of

the viewpoint space is avoided.
Viewpoint selection has been investigated in the past in several applications. Ex-

amples are 3D reconstruction [1] or optimal segmentation of image data [2]. In object

recognition, some active approaches have already been discussed as well. [3] plans the
next view for a movable camera based on probabilistic reasoning. The active part is the

selection of a certain area of the image for feature selection. The selected part is also
called the receptive field [4]. Compared to our approach, no camera movement is per-

formed, neither during training nor during testing. Thus, the modeling of viewpoints
in continuous 3D space is also avoided. The work of [5] uses Bayesian networks to

decide on the next view to be taken. But the approach is limited to special recognition

algorithms and to certain types of objects, for which the Bayesian network has been
manually constructed. In other words, the approach is not classifier independent and

cannot be applied without user interaction. [6] showed that the optimal action is the
one that maximizes the mutual information between the observation and the state to

be estimated.
In section 2 we will show how the viewpoint fusion of multiple views can be done

based on recursive density propagation in a continuous state space. Our reinforcement
learning approach for viewpoint selection is presented in section 3. The experimental

results in section 4 show that the presented approach is able to learn an optimal strategy

for viewpoint selection that generates only the minimal number of images. The paper
concludes with a summary and an outlook to future work in section 5.

2 Viewpoint Fusion

In active object recognition, a series of observed images 〈f〉t = ft, ft−1, . . . , f0 of an
object are given together with the camera movements 〈a〉t−1 = at−1, . . . , a0 between

these images. Based on these observations of images and movements, one wants to draw
conclusions for a non-observable state qt of the object. This state qt must contain both

the discrete class Ωκ and the continuous pose φ = (φ1, . . . , φJ )T of the object, leading

to the state definition qt = (Ωκ, φt
1, . . . , φt

J )T . Please note that most related work
is either restricted to just handling the class [7] or does not even claim to work on

continuous poses [8]. The actions at consist of the relative camera movement with
J degrees of freedom, in the following written as at = (∆φt

1, . . . , ∆φt
J ). Generally,

disturbances of these actions by some kind of inaccuracy within the movement have to
be taken into consideration.

In the context of a Bayesian approach, the knowledge on the object’s state is given

in form of the a posteriori density p(qt| 〈f〉t , 〈a〉t−1) and can be calculated from

p
`
qt| 〈f〉t , 〈a〉t−1

´
=

p
`
qt, 〈f〉t , 〈a〉t−1

´

p
`
〈f〉t , 〈a〉t−1

´ (1)

=
p

`
ft|qt, 〈f〉t−1 , 〈a〉t−1

´
p

`
qt| 〈f〉t−1 , 〈a〉t−1

´

p
`
ft| 〈f〉t−1 , 〈a〉t−1

´
| {z }

=k

(2)

=
1

k
· p (ft|qt) p

`
qt| 〈f〉t−1 , 〈a〉t−1

´
(3)
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=
1

k
· p (ft|qt)

Z
p (qt|qt−1, at−1) · p

`
qt−1| 〈f〉t−1 , 〈a〉t−2

´
dqt−1 (4)

(1) results directly from the definition of the conditional probability p(A|B) =
p(AB)/p(B) and the further steps to (2) from the multiplication theorem for prob-

ability densities. In (3) the Markov assumption p(ft|qt, 〈f〉t−1 , 〈a〉t−1) = p(ft|qt) is
applied. The formulation of p(qt| 〈f〉t−1 , 〈a〉t−1) as an integral in (4) results from the

total probability theorem. Obviously the probability (4) depends only on the cam-

era movement at−1. The inaccuracy of at−1 is modeled within the state transition
component p(qt|qt−1, at−1).

The classic approach for solving this recursive density propagation is the Kalman
Filter. But in computer vision, the necessary assumptions for the Kalman Filter

(p(ft|qt) being normally distributed) are often not valid due to object ambiguities,
sensor noise, occlusion, etc. This is a problem since it leads to a distribution which is

not analytically computable. An approach for the complicated handling of such multi-
modal densities are the so called particle filters [9]. The basic idea is to approximate

the a posteriori density by a set of weighted samples. In our approach we use the Con-

densation Algorithm [9] which uses a sample set Yt = {y1
t , . . . , yK

t } to approximate the
multimodal probability distribution p(qt| 〈f〉t , 〈a〉t−1) by K samples yi

t = {xi
t, p

i
t}.

Each sample y consists of the position x = (Ωκ, φ1, . . . , φJ ) within the state space and
a sample weighting p with

P
i pi

t = 1.

The Condensation Algorithm starts with an initial sample set Y0. The samples of
this set are distributed uniformly over the state space in our application as we have no

knowledge given about the objects before observing the first image. For the generation

of a new sample set Yt, K new samples yi
t are

1. drawn from Yt−1 with probability proportional to the sample weightings.
2. propagated with the necessarily predetermined sample transition model xi

t =
xi

t−1 + (0, r1, . . . , rJ )T with rj ∼ N (∆φt
j , σj) and the variance parameters of

the Gaussian transition noise σj .

3. evaluated in the image by p(ft|x
i
t). This evaluation is performed by the classifier.

The only requirement for the classifier that shall be used together with our fusion
approach is its ability to evaluate this density. In this work we use a classifier

based on the continuous statistical eigenspace approach as presented in [10]. Other
classifiers have been proven to work as well with the presented fusion approach.

In the context of our viewpoint selection, the densities which are represented by
sample sets have to be evaluated. The direct evaluation of them beneath the positions

given by the individual samples is not possible. It is necessary to find a continuous

representation of the density. This will be done in two different ways in this paper.
Parzen estimation: A common way to evaluate non-parametric densities is the

Parzen estimation [11] which is calculated from a sample set Y by

p(qt| 〈f〉t , 〈a〉t−1) ≈
1

K

XK

i=1
g0

“
qt − x

i
t

”
, (5)

with g0(v) = N (v|µ = 0, Σ) denoting a windowing function. In this paper only a
Gaussian window function is used. The choice of the mean vector µ = 0 is compre-

hensible as the difference (qt − xi
t) in (5) results in zero-mean data. In contrast, the

definition of the covariance matrix requires a careful consideration of methods like the
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mean minimal distance of samples or the entropy-based approach of [12] and will be

omitted in this paper. For a more detailed explanation on the theoretical background
of the approximation of (1) by a sample set we refer to [9].

Density trees: Another way to evaluate the densities represented by the sample set

are the so-called density trees [13]. They use a tree structure to transform the discrete
samples into a continuous density. Each node of the density tree represents a hyper-

rectangle in the state space over q. A density is built by the repeated partitioning of
the parameter space and refining the tree structure until a stop criterion is reached. A

detailed description of that process is given in [13].

3 Viewpoint Selection

ta
ac

tio
n

r t
re

w
ar

d

rt+1

st+1

ts
st

at
e

Viewpoint
Selection

Environment
(Fusion)

Fig. 1. Reinforcement learning

A straight forward and intuitive way to formalizing

the problem is given by looking at Fig. 1. A closed

loop between sensing st and acting at can be seen.
The chosen action at corresponds to the executed

camera movement, the sensed state

st = p(qt| 〈f〉t , 〈a〉t−1) (6)

is the density as given in (1). Additionally, the clas-

sifier returns a so called reward rt, which measures
the quality of the chosen action resp. the resulting

viewpoint. It is well known that the definition of the reward is an important aspect,
as this reward should model the goal that has to be reached. Proper definitions for the

reward in the context of our viewpoint selection problem are given later in this paper.

At time t during the decision process, i.e. the selection of a sequence of viewpoints,
the goal will be to maximize the accumulated and weighted future rewards, called the

return

Rt =
∞X

n=0

γnrt+n+1 with γ ∈ [0; 1], 00 =: 1 . (7)

The weight γ defines how much influence a future reward will have on the overall
return Rt at time t + n + 1. Of course, the future rewards cannot be observed at

time step t. Thus, the following function, called the action-value function Q (s, a) =
E {Rt|st = s, at = a} is defined, which describes the expected return when starting at

an arbitrary time step t in state s with action a. In other words, the function Q (s, a)

models the expected quality of the chosen camera movement a for the future, if the
viewpoint fusion has returned s before.

Viewpoint selection can now be defined as a two step approach: First, estimate the
function Q (s, a) during training. Second, if at any time the viewpoint fusion returns

s as classification result, select that camera movement which maximizes the expected
accumulated and weighted rewards. This function is called the policy

π(s) = argmax
a

Q (s, a) . (8)

The key issue of course is the estimation of the function Q (s,a), which is the basis
for the decision process in (8). One of the demands defined in section 1 is that the
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selection of the most promising view should be learned without user interaction. Re-

inforcement learning provides many different algorithms to estimate the action value
function based on a trial and error method [14]. Trial and error means that the system

itself is responsible for trying certain actions in a certain state. The result of such a

trial is then used to update Q (·, ·) and to improve its policy π.
As a result for the next episode one gets a new decision rule πk+1, which is now

computed by maximizing the updated action value function. This procedure is repeated
until πk+1 converges to the optimal policy. The reader is referred to a detailed intro-

duction to reinforcement learning [14] for a description of other ways for estimating
the function Q (·, ·). Convergence proofs for several algorithms can be found in [15].

We are still missing the definition of the reward rt. In the context of viewpoint

selection the following two different definitions of rewards make sense.
Fixed Value: A way to model the goal is to define a reward that has a value of 0

except when reaching the terminal state:

rt+1 =

(
C st is terminal state, C > 0

0 otherwise
(9)

This approach has the advantage that the goal is defined very clearly. But the environ-
ment has to decide when the confidence of the classification is high enough to stop the

viewpoint selection. If this decision is hard to make, no proper strategy will be learned.
The advantage is that (9) maximizes the return of an episode for short episodes (at

least for γ 6= 0, γ 6= 1). So this strategy promises to look for episodes with only a
minimal number of views. In our work we use C = 1.0.

Entropy Based: Another approach follows the idea that viewpoints that increase the

information observed so far should have large values for the reward. A well-known
measure for expressing the informational content that fits our requirements is the

negative entropy −H, yielding

rt+1 = −H(st) = −H
`
p(qt| 〈f〉t , 〈a〉t−1)

´
. (10)

In that sense the reward expresses the gain of knowledge about the object. (10) has the

advantage that the goal is to improve the classification without only trying to reach a
stop criterion. But it can not be made sure that maximizing the sum of entropies in

(10) will always and under any circumstances lead to the absolutely shortest episodes.
Most of the algorithms in reinforcement learning treat the states and actions as

discrete variables. Of course, in viewpoint selection parts of the state space (the pose
of the object) and the action space (the camera movements) are continuous. A way

to extend the algorithms to continuous reinforcement learning is to approximate the

action-value function

bQ (s, a) =

P
(s′,a′)

K
`
d

`
θ(s, a), θ(s′, a′)

´´
Q

`
s′, a′

´

P
(s′,a′)

K (d (θ(s, a), θ(s′, a′)))
(11)

which can be evaluated for any continuous state/action pair (s, a). Basically, this is

a weighted sum of the action-values Q
`
s′, a′

´
of all previously collected state/action

pairs (s′, a′). The other components within (11) are:

The transformation function θ(s, a) transforms a state s with a known action a

with the intention of bringing a state to a “reference point” (required for the distance
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function in the next item). In the context of the current definition of the states from

(6) it can be seen as a density transformation

θ(st, at) = θ
`
p(qt| 〈f〉t , 〈a〉t−1), at

´

= det
“
J

ζ
−1
at

(qt)
”

p
“
ζ
−1
at

(qt)| 〈f〉t , 〈a〉t−1)
” (12)

with ζ−1
a (q) = (q1 + a1, . . . , qm + am)T . It has been shown in [16] that the density

transformation simply performs a shift of the density, so that J
ζ−1

a

(q) = I.

A distance function d(·, ·) is needed to calculate the distance between two states.
Generally speaking, similar states must result in low distances. The lower the dis-

tance, the more transferable the information from a learned action-value to the current
situation is. As the transformation function (12) results in a density, the Kullback-

Leibler Distance dKL(sn, s′m) between the two states sn = p(q| 〈f〉n , 〈a〉n−1) and

s′m = p(q|
˙
f ′

¸
m

,
˙
a′

¸
m−1

) , which can easily be extended to a symmetric dis-

tance measure, the so called extended Kullback-Leibler Distance dEKL(sn, s′m) =
dKL(sn, s′m) + dKL(s′m, sn, ), can be used. Please note that in general there is no

analytic solution for the extended Kullback-Leibler Distance, but as we represent our
densities as sample sets anyway (see section 2), there are well-known ways to approx-

imate it by Monte Carlo techniques. The Monte Carlo techniques will use either the
Parzen estimation or the density trees to evaluate the densities.

A kernel function K(·) weights the calculated distances. A suitable kernel function
is the Gaussian K(x) = exp(−x2/D2), where D denotes the width of the kernel. Low

values for D will result in very detailed approximations provided that a lot of action-
values Q

`
s′, a′

´
are available.

Viewpoint selection, i.e. the computation of the policy π, can now be written,

according to (8), as an optimization problem which is solved in this work by applying

a global Adaptive Random Search Algorithm [17] followed by a local Simplex:

π(s) = argmax
a

bQ (s, a) . (13)

4 Experimental Evaluation

Our primary goal in the experiments was to show that our approach is able to learn

and perform an optimal sequence of views. We have shown in several publications

(e.g. [18]) that the viewpoint fusion of a sequence of randomly chosen views works
very well in real world environments and improves classification and localization result

significantly. For that reason we decided to use the rather simple (from the pure object
recognition’s point of view) synthetic images of the two types of cups shown in Fig. 2

for the evaluation of our viewpoint selection approach. It was explicitly desired to have
objects that can reach a 100% recognition rate given the optimal views.

The four cups of “type one” in the upper row of Fig. 2 show a number 1 or 2 on
one, and a letter A or B on the other side. A differentiation between the 4 possible

objects is only possible if number and letter have been observed and properly fused.
The five cups of “type two” in the lower row of Fig. 2 show a number (1 2 3 4 5)

on the front side. If this number is not visible the objects can not be distinguished or
localized.
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cups “type one”

views from 0◦/180◦ views from 90◦ views from 270◦

cups “type two”

views from 90◦ no differences
with number visible from 150◦ to 30◦

Fig. 2. Examples for objects that require viewpoint selection and fusion of images for
proper recognition.

The cups can be classified correctly and stably within an area of about 120◦. Lo-
calization of the cups is possible within an area of approximately 140◦. In our setup

the camera is restricted, for both types of cups, to a movement around the object on
a circle, so that the definition of the samples reduces to x = (Ωκ, φ1) with actions

at = (∆φt
1), ∆φt

1 ∈ [0◦, 360◦]. Our sample sets had size of K = 1440 (cups “type

one”) resp. K = 1800 (cups “type two”) samples.

In our experiments we evaluated scenarios that differ in the way they evaluate the

densities represented by our sample sets (Parzen estimation or density trees) and in the
type of reward used (fixed value according to (9) or entropy-based as given in (10)),

leaving the four variations rep (entropy-based reward, Parzen estimation), red (entropy-

based reward, density trees), rfp (fixed value, Parzen estimation) and rfd (fixed value,
density trees). Additionally, three different values of the return parameter γ ∈ {0, 0.5, 1}
(see (7)) were used as they cover the two extreme values 0 and 1 which might have
significant influence on the learned strategy and a value of 0.5 which represents the

whole parameter range in-between. In a training step a total of 1000 episodes (with
a maximal total length of 8 steps independent of the fact that the stop criterion was

reached or not) were performed for every object, each value of γ ∈ {0, 0.5, 1} and any
of the variations rep, red, rfp and rfd. The evaluation was performed on the results of

a total of 1000 (for cups of “type one”) resp. 1250 (for cups of “type two”) episodes

with randomly chosen classes and starting views.

In a first step we look at the recognition results of the viewpoint selection for the

four variations rep, red, rfp, rfd given values of γ = 0.5 and D = 50 in the kernel
function K(·) for the approximation of the action-value function (11). As one can see

in Fig. 3, the recognition results of the viewpoint selection reach a recognition rate of

or close to 100%, as expected.

So the next question is if best viewpoints are selected in sense of the minimal

numbers of views required. Number and letter are visible within the area stated above.
Considering this, a theoretical minimum for the necessary mean sequence length exists:

– ≈ 2.2 views for the cups of “type one”. Two views are required if number or letter
is initially visible, three views otherwise.

– ≈ 2.0 for the cups of “type two”. Depending on the strategy three to four views
are required if number is not initially visible, one view otherwise. Anyhow, the
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Fig. 3. Recognition rates of the viewpoint selection after planning n steps for the four

different variations rep, red, rfp, rfd compared to randomly chosen views. At step n = 1

all results are the same as no planning was done. These results compare to recognition
rate that could be reached by pure passive recognition approaches. The parameters

used for these results are D = 50 and γ = 0.5

theoretical minimum for the necessary mean sequence length can be shown to be
always ≈ 2.0 steps.

Setting D = 2 since 1000 training episodes justify a detailed approximation and
stopping when the probability of the best class is at least 95%, the mean number of

views required to reach the stop criterion are summarized in Table 1. These numbers

show that most configurations are very close to the theoretical minimum of required
views. Exceptions are the variations rfp and rfd in combination with γ = 1.0. The

reason can be found in the definition of the this reward in (9). Above we mentioned
that the reward has to model the intended goal. This was done correctly in (9) but a

reward of 0 means that if the end of the episode is not reached with the next step no
“costs” are caused. In combination with γ = 1 this results in a total return according

to (7) that is 1 independent of the length of the episode. In the sense of reinforcement

learning, there is no need for the agent to look for short episodes. As one can see
by means of the rightmost graph of the approximated action-value function in Fig. 4

no proper strategy was learned since all possible actions show nearly the same value.
The small dents at 0◦ and 180◦ result from the limitations of the episode length to

8 steps (see above) that forces the system to learn at least a little bit of knowledge.
This behavior could be changed in (9) if a negative value instead of 0 is returned. This

could be seen as costs that force the agent to minimize the episode length. But the

discussion of how to properly model costs in viewpoint selection is outside the scope
of this paper.

Another observation from Table 1 is that the results for the variations that use

the Parzen estimation for the evaluation of the densities p(qt| 〈f〉t , 〈a〉t−1) are better

than the ones that use the density trees. The reason is obvious if one looks at the left
and middle approximated action-value function in Fig. 4. The variations that use the

Parzen estimation have a smoothly approximated action-value function. In contrast
the approximations of the density trees are highly jagged. This is due to the nature of

the density trees: They approximate densities by piecewise constant values, leading to
densities that are not continuous.

The computational effort and the required memory resources for planning a new
viewpoint is rather high. For the cups of “type one” one planning step, i.e. the evalu-
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cups “type one”

Vari- D=2, γ=...
ation 0 0.5 1

rfp 2.17 2.18 2.40

rfd 2.28 2.29 5.70
rep 2.19 2.17 2.20

red 2.21 2.23 2.22

cups “type two”

Vari- D=2, γ=...
ation 0 0.5 1

rfp 2.06 2.00 2.15

rfd 2.02 2.03 2.82
rep 2.06 2.01 2.05

red 2.10 2.02 2.00

Table 1. Mean number of views needed to allow for a reliable classification for different

system settings. Object recognition stopped when the probability of the best class
reached at least 95%.
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Fig. 4. Influence of D, γ and the type of reward and density evaluation to the ap-

proximation of the action-value function. All graphs show the estimated quality of the
possible action for a current view of 0◦ to the cups of “type one”. Graphs for γ = 0

are very similar to the ones with γ = 0.5 and omitted for that reason.

ation of (13), requires 550 to 750 evaluations of (11), each lasting ≈130ms. The 3670
action-values collected during the 1000 training episodes allocate 371 MB of memory if

using the Parzen estimation and 96 MB for the density trees. The cups of “type two”
require between 120 and 220 evaluations of (11) each lasting ≈150ms. The memory

allocation for storing the 3160 action-values of the 1000 training episodes is 382 MB
(Parzen estimation) resp. 116 MB (density trees). All numbers were evaluated on a

Linux PC with a Xeon 2.80 GHz processor and 2 GB of main memory.

The conclusion of the experiments are that both types of introduced rewards lead to
good planning results, at least for γ 6= 1. The necessary evaluation of the densities from

the viewpoint fusion should be done with the Parzen estimation although the results
of the density trees are better than the approximated action-value functions promise.

If lack of memory is a problem the density tree variations might be an interesting
alternative as they show huge memory saving compared to the Parzen estimation.

5 Summary and Future Work

In this paper we have presented the impact of several types of rewards and approaches

for working with the densities given by the viewpoint fusion on the recognition rates of
our general framework for viewpoint selection. We discussed several aspects of how to

model the reward and the effects of different approaches for the evaluation of densities
given as sample sets by the viewpoint fusion.

The viewpoint selection works in continuous state and action spaces and is inde-
pendent of the chosen statistical classifier. Furthermore, the system can be trained
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automatically without user interaction. The experimental results on two objects that

require different strategies for recognition have shown that an optimal planning strat-
egy was learned.

In our future work we will evaluate how much the planning of optimal view se-

quences improves object recognition rates on real world objects compared to the ran-
dom strategy we used in [18]. Finally, for higher dimensional state spaces, other rein-

forcement learning methods might be necessary to reduce training complexity.
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