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Abstract—Intensity based rigid registration algorithms com-
monly employed for medical image fusion are based on the
iterative optimization of a pixel-by-pixel distance measure de-
fined on the images. As medical images grow larger in size
due to advanced scanner technology, evaluating such similarity
measures is no longer computationally efficient. In order to
overcome the inherent limitations of the standard approach we
propose a new, nonlinear projection scheme that enables a very
fast evaluation of the distance between two images. Current
state-of-the-art projection schemes decompose a six dimensional
search space into three dimensional subspaces. The proposed
approach, however, yields a complete decomposition into 1D
subspaces. The optimization on these subspaces is highly efficient
and does not require a reprojection. This scheme is therefore
suitable for 2D and 3D registrations, and it is able to cope with
subvolume matching problems. Furthermore, the use of modern
graphics hardware allows for a highly efficient implementation.
Experiments show that computation times can be reduced to
less than 10 seconds with the proposed approach for 256

3 sized
volumes.

Index Terms—rigid registration, fusion, projection, optimiza-
tion

I. INTRODUCTION & MOTIVATION

R IGID registration algorithms are required in many clin-
ical scenarios, e.g. tumor therapy monitoring, digital

subtraction angiography or as a pre-registration for a subse-
quently applied non-rigid registration algorithm. A registration
algorithm calculates a spatial transform from one image’s
coordinate system to another, hence allowing to align cor-
responding image content. In the case of rigid registration
this transform consists of six degrees of freedom (DOF), three
translational and three rotational parameters. Rigid registration
approaches are currently heavily used in medical practice.
All share the need for being as fast, precise and robust
as possible. In tumor therapy monitoring, for instance, an
automatic registration algorithm has to deal with a mono-
modal 3D optimization problem that is defined by an objective
function. This function - in the most general case - is based
solely on the similarity between the image intensities. There
exists a huge variety of intensity similarity measures for
different kinds of applications. Some are only suitable for
mono-modal cases, while others can also deal with different
types of multi-modal problems. They all have in common
that a straightforward implementation leads to a pixel-by-pixel
distance measure evaluation which is prohibitively expensive
for large images. Therefore, standard approaches for solving
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nonlinear optimization problems (e.g. Newton, Gradient De-
scent, Levenberg-Marquardt) that are applied directly to the
objective function tend to be rather computationally expensive
when it comes to real clinical data. Although multi-resolution
approaches help to alleviate this problem to a certain amount,
the highest accuracy can only be achieved by performing some
additional optimization on the best resolution of the data. For
a clinical workflow this may take too much time, even on the
latest workstations used nowadays.

In order to make a fast optimization possible, we present
a novel projection based parameter decompositioning scheme
that speeds up the registration process significantly. Compared
to state-of-the-art projection based algorithms the proposed
approach is able to deal with subvolume matching problems
and also yields a complete decompositioning of the six DOF
problem into disjoint 1D optimizations. While solving the
1D optimization problems, the images do not have to be
reprojected because the optimized parameter is related lin-
early to the projection space. Using orthogonal projections,
this holds only true for translational parameters. Therefore,
the projection scheme is extended by introducing a circular
and cylindrical projection geometry for 2D and 3D images,
respectively. Additionally, the proposed approach is suited for
a fast implementation on standard graphics hardware.

II. RELATED WORK

Widely established or freely available, intensity based, rigid
registration algorithms require the computation of an image
similarity measure defined on all pixels of the overlap region
between a reference and a template image [1], [2], [3].
Although the partial derivatives of this measure, with respect to
the transform parameters, can often be analytically formulated,
its evaluation on a pixel-by-pixel basis is very time-consuming.
In addition, it is well known from theory that the conditioning
of optimization techniques in parameter spaces decreases with
the number of dimensions. In rigid image registration, the six
DOF parameter optimization problems (rotation and transla-
tion in 3D) are usually nonlinear and contain local optima.
Therefore, multi-level approaches are commonly used in order
to address these problems and to speed up the registration.
Nonetheless, to achieve the highest accuracy in terms of spatial
alignment of corresponding image content it is necessary to
carry out at least some final iterations of the optimization on
the best resolution of the images. As this usually involves some
sort of interpolation, the evaluation of the similarity measure
gradients becomes very time consuming.

In 2000 and 2002, Hornegger and Niemann [4], [5] pro-
posed a new method to reduce the complexity of the opti-
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mization by introducing projections (marginalizations). The
problem described in their article is to find the position and
orientation of 3D objects in space for an object recognition
application. The authors describe how appropriate projections
onto lower dimensional sub-spaces of the objective function
lead to a reduced number of DOF. This enables noteworthy
faster optimizations on the disjoint sub-spaces compared to
the full-fledged problem. The solution can then be found
iteratively by repeating the reduced DOF optimizations in
the lower dimensional spaces. This principle was applied to
3D image registration by Khamene et.al. [6]. They iteratively
project the 3D volumes onto 2D images along the coordinate
axes and hence eliminate a subset of the parameters for
each subproblem. Although the presented results are quite
impressive, their approach still couples three DOF (for the
2D registrations). Their algorithm therefore cannot reduce the
complexity for 2D image registration problems. The authors
also did not address how the projections can be performed
in case of subvolume matching situations, which imposes
limits on the general applicability of the orthogonal projection
approach.

III. METHODS

In the following we will shortly introduce the standard
approach and related drawbacks. The subsequent subsections
will illustrate the basic ideas of using projections for the
evaluation of image similarities and how they can help to
accelerate the registration. Finally we extend the projection
based registration approach to support subvolume problems
by optimally fitting the projection geometry into the overlap
domain.

A. Standard Approach

As previously mentioned, the rigid, image intensity based
registration corrects for six DOF misalignments between a
reference image R and a template image T . For the sake
of simplicity, only the sum of squared differences (SSD) is
considered as distance measure between the two images:

Φ̂ = argmin
Φ

∫
Ω

D[R, T,Φ](x ) dx (1)

Φ(x ) = Rx + t (2)

D[R, T,Φ](x ) =
1

2
(R(x ) − T (Φ(x )))2 (3)

Here, Φ denotes the six DOF (2) consisting of a rotation
matrix R ∈ IR3×3 and a translation vector t ∈ IR3. It maps
spatial positions x ∈ IR3 from the template T to the reference
image R. The SSD similarity measure D is defined only
within the overlap domain Ω that is dependent on the current
transform Φ.

The parameters of this transform are usually estimated by
a nonlinear optimization approach. Finding an extremum of
(1) is equivalent to finding the root of its derivative, which
consists of a sum of partial derivatives of (3).

∇aD[R, T,Φ](x ) = (4)

= (T (Φa(x )) − R(x ))∇aT (Φa(x ))

= (T (Φa(x )) − R(x ))(∇aΦa(x ))T
∇xT (Φa(x ))

!
= 0

The partial derivatives given by (5) with respect to the
parameters, which are contained in the six dimensional param-
eter vector a , can be combined into a vector that determines
the direction to the ascent of the distance measure. This
information is used during the optimization in order to find
the direction towards the desired optimum.

The drawback of this standard approach becomes obvious
when looking at the integral contained in (1): this means
that the derivative has to be evaluated on the entire overlap
domain Ω. In practice, an implementation has to iterate over
this domain and perform an interpolation and a computation
of (5) for each voxel.

B. Axis Aligned Projections

The general idea of the aforementioned parameter space
reduction algorithms is to eliminate DOF by generating a pro-
jection that depends linearly on the parameters. This principle
is illustrated in the Fig. 1 taken from [4]. The figure shows a

Fig. 1. Illustration of linear projection of features onto the x-axis (from [4]).
The projection remains the same if the object is translated along the y-axis
or rotated around the x-axis. If the object is translated parallel to the x-axis,
the projection is translated accordingly on the x-axis. It is not necessary to
reproject, but the projection can be translated directly instead.

projection of 3D object features onto the x-axis. A translation
of the 3D features along the projection direction, as well as a
rotation around the x-axis, does not affect the projection. In the
presented article, the image voxels may be regarded as such
features. In general, shifting an image along a direction that
is orthogonal to the projection axis translates its projection by
the same amount and vice versa. An optimization within these
reduced parameter spaces does not require reprojections in the
above cases. Any other rotation of the image, however, would
make a reprojection necessary. As far as only translations are
considered, an axis aligned projection down to 1D images is
sufficient for the entire optimization. This is illustrated in the
left image of Fig. 2.
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Fig. 2. In 2D the projection scheme is achieved by orthogonal projections
along the coordinate axes for the translational parameters (left). A nonlinear
projection onto a circle for the rotational parameter is shown on the right.
The projection geometry (square or circle) is fit into the overlap domain of
the reference image R and template image T .

C. Circular Projection

For the complete projection of the 2D or 3D registration
problem domain to 1D disjoint parameter subsets it is neces-
sary to have a projection geometry for the rotational param-
eters that exhibits the same properties as the axial projection
scheme in III-B for the translational parameters. A nonlinear
projection along the rays from the center of a circle onto its
boundary is therefore proposed for the rotational parameter
optimization in 2D problems (see the right illustration of
Fig. 2). Hence, rotations of the image around the center of the
circle result in a shift of the projection on the circle boundary
without the need for a reprojection. If the same circle geometry
is chosen for projecting both the reference and template image,
the parameter for a rotation around the circle’s center can
therefore be optimized in the 1D projections without the need
to look at the original data. Only one circle projection for
each image is required for several optimization steps in the
1D space.

Combining both the axis aligned and the circular projections
for the case of 2D registration problems yields an iterative
optimization scheme that is highly efficient with respect to
the number of projections performed. One projection has
approximately the same computational complexity as one
evaluation of the standard distance measure derivative on the
entire overlap domain (5).

D. Cylinder Projection

In 3D, one would assume that the analog projection geom-
etry for a circle in 2D is a sphere. It turns out, however, that
the parameters on a spherical surface are nonlinearly related
and feature problems at the poles. Modifying one parameter
on the surface of the sphere therefore results in a nonlinear
warping on the entire projection image domain. Therefore,
a suitable projection geometry in 3D is a cylinder, which
again leads to a linear relationship between the parameters. A
rotation around the axis of the cylinder, similar to the rotation
around the center of the circle in the 2D case, only shifts the
projection on the surface of the cylinder. A translation along
the axis of the cylinder, again similar to the translation along
an axis orthogonal to the projection direction in 2D, results in
a shift on the surface of the cylinder along its axis. In both

cases no reprojections are necessary. If the unrolled cylinder
surface is viewed as a 2D image, a rotation around the cylinder
axis in 3D can be regarded as a translation of the projection
image along its x-axis with periodical boundary conditions.
This applies analogously to a translation of the image along
the cylinder axis in 3D, which leads to a translation of the
projection image along its y-axis. An example is given in
Fig. 3.

This unrolled surface of the cylinder can then be further
linearly projected along its axes, which results in a fully
decoupled sequence of 1D optimizations. One cylinder ge-
ometry allows the optimization of one rotational and one
translational parameter. In order to cover the entire six DOF
parameter space, three cylinders (aligned with the coordinate
axes) are necessary. Since the cylinder projections are not
independent of each other, it is inevitable to perform the
optimization iteratively by projecting on each of the cylinders
in an alternating order.

Since performing projections along rays is very similar to
volume rendering techniques, it is very suitable for evaluating
it with graphics hardware. The entire projection approach can
be implemented using trilinear filtering with specially adapted
shading programs for the evaluation of the projection rays.
Additionally, it is possible to incorporate transfer functions or
segmentation results (e.g. see [7]).

E. Fitting of the Projection Geometry

Medical image registration often involves subvolume prob-
lems, where only a part of the content of the first image is
shown in the other. If the projection does not address this, the
projections of the larger image contain additional information
that is missing in the others. An example for this problem is
given in Fig. 4. The projection area is acquired by a maximum
fit of the projection geometry into the overlap domain. The
resulting optimization problem for the fit of the projection
geometry is solved by sequential quadratic programming [8].
By maximizing the projection area, we also maximize the
amount of information used during the registration. Therefore,
we retain the ability to deal with subvolume registration prob-
lems while transferring the maximal amount of information
into the projection images.

IV. RESULTS

The proposed algorithm has been implemented for 2D and
3D on the CPU. In addition, results have been acquired with
a graphics processing unit (GPU) accelerated version. The
following comparison of the algorithm with an ITK based
rigid registration [9] on the CPU was performed on an Intel
Pentium M 2.26 GHz machine with 2 GByte RAM and an
NVidia GeForce 7800 Go. The 2D CPU registration of two
2562 medical images takes approximately 10 seconds using a
common ITK rigid registration approach and no more than 0.3
seconds with the proposed approach (no GPU acceleration). In
3D, an ITK registration of two 2563 volumes lasts more than
10 minutes. Our approach on the CPU takes approximately
3 minutes. The GPU optimized implementation takes about
40 milliseconds to perform one cylinder projection on a 2563
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Projection Geometry

Unrolled cylinder surface projection

Á

a

Fig. 3. The illustration on the left shows the cylindrical projection geometry fitted into the overlap domain. The right hand side depicts the unrolled surface
of the cylinder projection from a 3D CT head dataset. Its x-axis corresponds to a rotation parameter around the cylinder axis denoted by φ, whereas the
y-axis corresponds to a translation parameter along the cylinder axis given by a.

Fig. 4. If the region of overlap is not incorporated into the projection scheme,
the resulting projections are biased. The top row of this figure shows the two
images that are projected along their longitudinal axes. The bottom row depicts
the according projections. The structures that are only visible in the left image
(i.e. legs, hip, etc) contribute to the projection image and lead to additional
information that imposes a problem on a subsequent registration that utilizes
these images.

dataset, which results in a total runtime for the registration of
less than 10 seconds. A typical result is shown in Fig. IV.
Additionally, we believe there is still room for improvement
in our GPU implementation. The current bottleneck is the
processing of the 2D unrolled cylinder surfaces. These im-
ages are currently transferred from GPU to CPU memory to
perform the optimization, which is no longer needed if the
entire approach is executed on the GPU.

V. CONCLUSIONS

Projection based image intensity registration methods yield
large performance gains compared to commonly used algo-

Fig. 5. A slice from the 3D checkerboard images resulting from a registration
of a tumor pre- with post-therapy 3D head CT dataset. The left image shows
the images before the registration and on the right after registration.

rithms. We have shown that the proposed nonlinear projection
scheme decouples the rotational as well as the translational
parameters from their respective projections, which is the
major drawback of prior algorithms. The ability to perform
subvolume registrations is retained through a nonlinear fitting
of the projection geometries. The entire algorithm can be
ported to modern graphics hardware, which highly accelerates
its performance.
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