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Abstract. Tracheoesophageal (TE) speech is a possibility to restore the
ability to speak after total laryngectomy, i.e. the removal of the larynx.
The quality of the substitute voice has to be evaluated during ther-
apy. For the intelligibility evaluation of German speakers over telephone,
the Post-Laryngectomy Telephone Test (PLTT) was defined. Each pa-
tient reads out 20 of 400 different monosyllabic words and 5 out of 100
sentences. A human listener writes down the words and sentences un-
derstood and computes an overall score. This paper presents a means
of objective and automatic evaluation that can replace the subjective
method. The scores of 11 naive raters for a set of 31 test speakers were
compared to the word recognition rate of speech recognizers. Correlation
values of about 0.9 were reached.

1 Introduction

In 20 to 40 percent of all cases of laryngeal cancer, total laryngectomy has to be
performed, i.e. the removal of the entire larynx [1]. For the patient, this means
the loss of the natural voice and thus the loss of the main means of communica-
tion. One possibility of voice restoration is the tracheoesophageal (TE) substitute
voice. In TE speech, the upper esophagus, the pharyngo-esophageal (PE) seg-
ment, serves as a sound generator (see Fig. 1). The air stream from the lungs is
deviated into the esophagus during expiration via a shunt between the trachea
and the esophagus. Tissue vibrations of the PE segment modulate the streaming
air and generate a substitute voice signal. In order to force the air to take its
way through the shunt into the esophagus and allow voicing, the patient usu-
ally closes the tracheostoma with a finger. In comparison to normal voices, the
quality of substitute voices is “low”. Inter-cycle frequency perturbations result
in a hoarse voice [2]. Furthermore, the change of pitch and volume is limited
which causes monotone voice. Acoustic studies of TE voices can be found for
instance in [3,4]. The reduced sound quality and problems such as the reduced
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Fig. 1. Anatomy of a person with intact larynx (left), anatomy after total laryngec-
tomy (middle), and the substitute voice (right) caused by vibration of the pharyngo-
esophageal segment (pictures from [10])

ability of intonation or voiced-voiceless distinction [5, 6] lead to worse intelligibil-
ity. For the patients, this means a deterioration of quality of life as they cannot
communicate properly.

In speech therapy and rehabilitation, a patient’s voice has to be evaluated
by the therapist. An automatically computed, objective measure would be a
very helpful support for this task. In current automatic evaluation, usually sus-
tained vowels are analyzed and the voice quality is rated. However, for criteria
like intelligibility not just a voice sample but a speech sample is needed. Moer-
man et al. [7] investigated recordings of a short text that contained 18 words.
Correlations to human ratings were only given for the “overall impression” of the
substitute voice (r =0.49), so no direct comparisons to our study are possible. In
previous work, we showed that an automatic speech recognition (ASR) system
can be used to rate the intelligibility in close-talking speech of post-laryngectomy
speakers [8,9]. The telephone is a crucial part of the patients’ social life, and it
is necessary for them to have a means of communication that does not require
them to leave their home. Therefore, intelligibility on a telephone reflects an
everyday communication situation which is important for the patient. In this
paper, we will present an automatic version of an introduced standard test for
intelligibility over the telephone.

This paper is organized as follows: In Sect. 2, the Post-Laryngectomy Tele-
phone Test will be explained. The test data will be introduced in Sect. 3. Sec-
tion 4 will give some information about the speech recognition system. Section 5
contains the results, and Sect. 6 will give a short outlook on future work.

2 The Post-Laryngectomy Telephone Test

The Post-Laryngectomy Telephone Test (PLTT, [11]) was developed in order
to represent the communication situation outside the patient’s usual environ-
ment (the family) by taking into account both voice and language. The patient
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calls a naive rater over a standard landline telephone. The rater should not know
about the text material of the test and may not have any hearing impairment.

The PLTT vocabulary consists of 400 monosyllabic words and 100 sentences,
each of them written on an individual card. For one session, 22 words and 6 sen-
tences are randomly chosen. The first two words and the first sentence are not
taken into account for evaluation. Instead, they are supposed to allow the lis-
tener to adapt to the speaker. The speaker may only read what is written on
the cards. Any further utterances, like e.g. articles (the German language has
different ones for each grammatical gender), are not allowed. The test begins
with reading the words. When the listener does not understand a word, he or
she may say exactly once: “Please repeat the word.” Further feedback about the
intelligibility is not allowed. The sentences may not be repeated.

Three measures are computed from the listening experiment. The number of
words w the listener understood correctly during the first attempt is multiplied
by 5 and represents the word intelligibility ¢worq in percent. Words that were
repeated do not get a point. Each sentence s gets a score c¢; of 0 to 2 points.
Two points are assigned when the sentence was understood completely correct.
One point is given if one word is missing or not understood correctly. In all other
cases, the reader gets no point. The sentence intelligibility isent in percent is the
resulting sum of points multiplied with 10. The total intelligibility itota; is then

given by
. . 5
. tword T lsent 1
iroar = I = <5w + 1()Zlcs> . (1)

The test was shown to be valid, reliable and objective [11], and it was also ap-
plied to laryngectomized persons before: Patients with shunt valves reached an
average PLTT result between 70 and 80 [12]. A reason why the test should be
done via telephone was also given: A quiet room does not reflect a real-world
communication situation as noise is present almost everywhere. In a noise-free
environment, the voice rehabilitation progress would be overestimated. The tele-
phone situation is easy to maintain and thus suitable for practical use. But like
each evaluation that involves human raters, this test is subjective for many rea-
sons, like the listener’s hearing abilities or experience with TE voices. Other
persons might not be able to understand or reproduce the results. For these rea-
sons, an objective and automatic version of the PLTT using automatic speech
recognition was desired.

3 Test Data

A test set of PLTT recordings (pltt_-8kHz) from 31 laryngectomees was available
where each recording contained all words and sentences the respective speaker
read out. The speakers were 25 men and 6 women (63.4+8.7 years old) with
tracheoesophageal substitute speech. They were provided with a shunt valve of
the Provox® type [13]. The data were recorded with a dialogue system provided
by Sympalog Voice Solutions®. The audio files were also segmented by hand so

3 http://www.sympalog.com
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that each word and sentence was stored in a separate file. This was done in
order to explore whether the automatic evaluation is influenced by noise or non-
verbals between the words in the full recordings. This database is denoted as
pltt_seg_8kHz.

The human listeners were 8 male and 3 female students (average age: 22.5+1.2
years). None of them had experience with voice and speech analysis. For record-
ing the PLTT, each patient got a unique sheet of paper with instructions and
22 words and 6 sentences that were randomly chosen. The first two words and
the first sentence were neither used for human nor for automatic evaluation. The
raters listened to the pltt_seg_8kHz data set. They could pause the play-back to
write down the understood utterance.

4 The Speech Recognition System

The speech recognition system used for the experiments was developed at the
Chair of Pattern Recognition in Erlangen. It can handle spontaneous speech
with mid-sized vocabularies up to 10,000 words. The latest version is described
in detail in [14]. The system is based on semi-continuous Hidden Markov Mod-
els (HMM). It can model phones in a context as large as statistically useful
and thus forms the so-called polyphones, a generalization of the well-known bi-
or triphones. The HMMs for each polyphone have three to four states; for the
PLTT experiments, the codebook had 500 classes with full covariance matrices.
The short-time analysis applies a Hamming window with a length of 16 ms, the
frame rate is 10 ms. The filterbank for the Mel-spectrum consists of 25 trian-
gle filters. For each frame, a 24-dimensional feature vector is computed. It con-
tains short-time energy, 11 Mel-frequency cepstral coefficients, and the first-order
derivatives of these 12 static features. The derivatives are approximated by the
slope of a linear regression line over 5 consecutive frames (56 ms). A zerogram
language model was used so that the results are only dependent on the acoustic
models.

The baseline system for the experiments in this paper was trained with Ger-
man dialogues from the VERBMOBIL project [15]. The topic in these record-
ings is appointment scheduling. The data were recorded with a close-talking
microphone at a sampling frequency of 16 kHz and quantized with 16 bit. The
speakers were from all over Germany and covered most regions of dialect. They
were, however, asked to speak standard German. About 80% of the 578 training
speakers (304 male, 274 female) were between 20 and 29 years old, less than
10% were over 40. This is important in view of the test data because the fact
that the average age of our test speakers is more than 60 years may influence
the recognition results. 11,714 utterances (257,810 words) of the VERBMOBIL-
German data (12,030 utterances, 263,633 words, 27.7 hours of speech) were used
for the training and 48 (1042 words) for the validation set, i.e. the corpus parti-
tions were the same as in [14].

A speech recognition system can only recognize the words stored in its vo-
cabulary list. This list had to be created from the words and sentences occurring
in the PLTT. This, however, is not enough to simulate the human listener. A hu-
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man being knows more words than those occurring in the test which might cause
misperceptions. In order to simulate this in the automatic test, the vocabulary
list of the recognizer had to be extended by words phonetically similar to those of
the actual vocabulary. This was done by the definition of a modified Levenshtein
distance for phonetic transcriptions. It involved a weighting function which as-
signs phoneme pairs that sound similar (e.g. /s/ and /z/) a low weight and thus
finds the desired words [16]. In this way, the basic PLTT vocabulary that con-
sisted of 738 words (PLTT-small) was expanded to 1017 words (PLTT-large).
The additional words and their transliterations were taken from the CELEX dic-
tionary [17]. The VERBMOBIL baseline training set was downsampled to 8 kHz
sampling frequency, a VERBMOBIL recognizer was trained and the vocabulary
changed to the PLTT-small or PLTT-large word list, respectively. For both
cases, a polyphone-based and a monophone-based recognizer version were cre-
ated. Monophones were supposed to be more robust for recognition of highly
pathologic speech because each of them is trained with more data than a poly-
phone model.

5 Results

Table 1 shows the PLTT results of the single raters. Although they had never
heard TE voices before, the inter-rater correlation for the total intelligibility itotal
is greater than 0.8 for all persons. However, perceptive results vary strongly
among the raters. The difference in the average of itota for the “best” and the
“worst” rater is more than 20 points which shows how strongly the test depends
on the particular listener. The standard deviation is very similar for all raters,
however. The recognition results and the PLTT measures both for recognizers
and human raters are assembled in Table 2. Since the first part of a PLTT
session consists of single words, not only the word accuracy (WA) but also the
word recognition rate (WR) was computed. It is based on the word accuracy,
but the number of words wrongly inserted by the recognizer is not counted.
In comparison to the human WA which reached 55%, the automatic recognition
rates are much lower due to the following reasons: First of all, the recognizers
were trained with normal speech. This simulates a naive listener who has not
heard TE voices before, i.e. the kind of listener that is required for the PLTT.
The average WA for close-talking recordings of laryngectomees was determined
at approx. 30% [8,9]. Here, the results are even lower: The speakers had read
another text right before the PLTT and were therefore exhausted. The bad
signal quality of the telephone transmission and the fact that the training data
of the recognizers were just downsampled and not real telephone speech had also
negative influence. No sentence was recognized completely correct according to
the PLTT rules. For this reason, isens was 0 for all recognizers. WA and WR for
the human raters were computed from the raters’ written transliteration of the
audio files.

Although the automatic recognition yielded so bad results, the correlation
to the human ratings was high (see Table 3). The reason is that the crucial
measure is not the average of the recognition rate but its range or standard de-
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Table 1. Human evaluation results iword, tsent and itota1; Pearson’s correlation r and
Spearman’s correlation p are calculated between the respective rater and the average
of the remaining 10 raters

iword isent itotal

rater ,u|a|r|p ,u|a|r|p IU,|O'|T'|p
BM ||31.4(21.5/0.91]|0.90|({48.1|30.4|0.88(0.88(|39.8|22.6/0.92|0.90
BT ]|29.2|20.7{0.83|0.80{|52.2|29.5|0.88|0.87(|40.7|21.8(0.90|0.90
CV  ||43.920.1|0.90{0.90{|45.9(28.6|0.83|0.81|[44.9|22.5|0.89|0.89
GM ||39.4]21.4|0.87{0.83]|48.1{28.9|0.88|0.86|(43.8|23.3|0.93|0.93
HT ||43.0{21.3|0.89]0.84(57.2|28.6|0.77(0.76||50.1|22.4|0.86|0.86
KC ]|41.7|20.8{0.93|0.91{|46.9|28.8|0.65|0.60(|44.3|20.8|0.85|0.83
MM [|47.2|23.5{0.91|0.90{|50.0|28.7]|0.79]0.78(|48.6|23.9(0.92|0.92
PC 34.1(21.9]0.87)|0.83|48.4(29.5|0.87|0.85(|41.3|22.4/0.92|0.92
SM  ||51.1]21.3|0.82{0.82{|59.4(24.0|0.82|0.75||55.2|19.2|0.90|0.86
ST 53.6|23.0{0.92{0.92||67.529.6(0.72]|0.64((60.6|23.4|0.86|0.85
WW (]40.3]19.2{0.89(0.90]|56.6|25.2|0.87|0.89(|48.4|19.7]0.94(0.94

viation, respectively. It was not the task of the experiments to optimize the mean
recognition rate. For this reason, voices with low quality often receive negative
values of WA. Nevertheless, the distribution of these values corresponds well to
the measures obtained by the human listeners. The best correlation between an
automatic measure and the overall PLTT result i;ota1 was reached for WR on
the polyphone-based recognizers. Both Pearson’s correlation r and Spearman’s
correlation p are about 0.9.

The outcome of these experiments is that the PLTT can be replaced by
an objective, automatic approach. The question whether monophone-based or
polyphone-based recognizers are better for the task could not be answered. When
the word accuracy WA was compared to itota1, monophones were advantageous;
when the word recognition rate WR was used instead, the polyphone-based rec-
ognizers were closer to the human rating. There are also some cases in which
the correlation is slightly better when each word and sentence is processed sepa-
rately, but in general the long pltt_8kHz recordings which contain the entire test
can be used without prior segmentation.

6 Conclusion and Outlook

In this paper, an approach for the automation of the Post-Laryngectomy Tele-
phone Test (PLTT) was presented. The correlation between the overall intelligi-
bility score that is usually computed by a human listener and the word recogni-
tion rate of a speech recognizer was about 0.9. A difference between the human
and the machine evaluation was that the automatic version does not process
words again it did not “understand” on first attempt. This is not necessary
since the result would be the same. Furthermore, a word that was not under-
stood by the listener on first attempt does not get a point anyway, so it is not
necessary to consider word repetition in the automatic version at all.
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Table 2. Average word accuracy (WA), word recognition rate (WR), and the PLTT
measures fword, tsent and itotal for speech recognizers and human raters

data set pltt_8kHz pltt_seq_8kHz

vocabulary ||PLTT-small| PLTT-large|| PLTT-small| PLTT-large||raters

recog. units||mono| poly|mono| poly||mono| poly|mono| poly
w(WA) 10.0 1.8/ 8.0 -0.1 9.2 0.3 7.4| —-1.5|| 55.1
o(WA) 14.8| 20.4| 13.5| 19.9|| 14.7] 21.4| 12.9| 20.2|| 214

(
1(WR) 17.3] 16.6] 14.4] 13.7]] 16.4] 15.6] 14.2] 13.2]] 55.3
o(WR) 132] 12.6] 93] 112] 9.9 108 8.7 10.3]] 214
(iwora) || 17.8] 13.1] 14.5] 10.9]] 14.1] 11.1] 12.0] 9.4] 41.4
o(iwora) || 15.1] 13.0] 12.8] 10.9] 13.8] 11.6] 12.7] 11.1]| 21.3
f1(isent) 0.0 0.0] 00] 00] 0.0] 00] 00] 00] 528
0 (isent) 00 00/ 00/ 00] 00/ 00 00 00] 283
14(iota1) 89 6.6] 7.3] 55| 7.0] 55 6.0] 47| 47.1
0 (itotal) 75 65| 64| 58| 69| 58 64 56| 220

Adaptation of the speech recognizers to the signal quality might enhance the

recognition results. Experiments in order to find out whether also the correlation
to the human results will get better will be part of future work. Another aspect
that will be taken into consideration are reading errors by the patient that have
to be identified before the intelligibility measure is computed.
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