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Preface

Interdisciplinary research is commonly considered as a key driver for innovation, and
for that reason it is of highest importance to provide a platform for scientific exchange of
researchers from diverse disciplines. The Russian-Bavarian Conference on Bio-Medical
Engineering was established for researchers from Russia and Bavaria that are work-
ing on the application of engineering methods to solve medical problems. The major
focus of this conference series is on the implementation of an interdisciplinary di-
alog and an innovative environment. The 3rd Russian-Bavarian Conference includes
this time submissions that cover a broad variety of research topics at the frontiers of
bio-medical engineering. Medical experts and engineers discuss challenging topics that
range from Bioinformatics through Life Science Electronics to new surgery techniques
like NOTES.

The proceedings summarize the scientific contributions of the conference and in-
clude most of the presented details. We hope that the proceedings will also reflect the
inspiring atmosphere of the conference and the high motivation of its participants.

The success of the 3rd Russian Bavarian Conference is the success of many people
that helped us to organize the meeting. At this point we want to thank all the restless
people who contributed to the organization of the conference and the Fraunhofer IIS
which was an excellent host.

July 2007 Joachim Hornegger
Conference Chair

RBC Biomed07
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P. Ritt, K. Höller, J. Penne, A. Schneider, J. Hornegger, and H. Feussner

Photorealistic 3-D Surface Reconstructions Using TOF Cameras . . . . . . . . . . . . . 233
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Current status of the use of medical robots in Germany,
Austria and Switzerland

F. Härtl1, K. Höller2, S. Beller3, and H. Feußner1

1 Chirurgische Klinik und Poliklinik, Klinikum rechts der Isar der TU München,
2 Lehrstuhl für Mustererkennung, Universität Erlangen-Nürnberg

3 Klinik für Chirurgie und Chirurgische Onkologie, Charitè Campus Buch, Berlin,

Abstract. The high expectations on medical robots in the beginning of the 90’s
were not achieved by the current systems so far, because of the high costs, limited
flexibility and limited range of applications. Particularly in Germany there seems
to be low use of telemanipulation systems in clinical routine. We were interested
in the reality of the current status of the use of medical robots in Germany, Austria
and Switzerland. For that, we designed a short questionnaire sent by e-mail to
about 980 surgical hospitals, asking for the use of medical robots, the kind of
robots and pros and cons of the use. The results of the survey will be presented.

1 Introduction

Contrary to optimistic prognoses mechatronic systems still play a minor role in surgery.
Nevertheless, after a few years of depression there seems to be a growing interst on the
area of robotic surgery. The aim of this study was to assess realitiy of the current use of
medical robots in Germany, Austria and Switzerland.

2 Material and Methods

A questionnaire was designed, asking for the use of robotic systems in experimental
and clinical routine, in the past or actually. In case of not using such a device or using
it not any longer, we asked for the detailed reasons. If robotic systems were in use, we
asked for the type and the indications and kind of interventions it is used for. Further
we asked for a precise description of the pros and cons of the used systems. Finally it
was collected if there are any activities in research.

The questionnaires were sent by e-mail to about 980 hospitals in Germany, Austria
and Switzerland.

3 Results

89 of the 980 questionnaires were returned. In n = 67 cases there was no use of robotic
systems (75,3%). In n = 6 cases (6,7%) an experimental use of robotic systems was
reported, using the AESOP and daVinci system in one case respectively, or using a
self-made prototype in the other four cases. N = 19 (21,3%) hospitals reported the use
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of robotic systems in clinical routine, using the AESOP system in n = 7 (7,9%) cases,
the daVinci system in n = 7 (7,9%) cases and n = 5 (5,6%) cases with use of other
systems. The use of robotic devices was discontinued in n = 6 cases (6,7%), concerning
the AESOP system in n = 5 cases (5,6%) and the Robodoc system in n = 1 case (1,1%)
(Fig. 1). The average use per year was 20 cases with a range from 2 to 74.

Fig. 1: The use of robotic systems in Germany, Austria and Switzerland

As reason for no application or discontinued application of robotic systems first of
all the high costs were mentioned in 50 % of all answers (Fig. 2), followed by lack of
true indications in 41 %. The education of untrained surgeons is the reason of about
13 % of the hospitals. 8 % of the hospitals can’t see any benefit in the outcome of the
operations using a robotic system and respectively 4 % mentioned the limited range of
application and the reserved public opinion as criteria.

Those who use camera-guiding systems like AESOP or Endoassist, mentioned as
positve arguments the stable visual field, the lack of exhaustion an the reduction of staff.
They criticize the uncomfortable handling, the high operating costs and the prolonged
operating time.

The users of master-slave systems like daVinci point out as advantages the 3D-
visualisation, the precise movements and the ergonomic position of the surgeon at the
console. On the other hand they criticize the high purchase and current costs, the long
time for installation, the huge dimensions and weight and the reduced operating field.
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Fig. 2: Reason for no application or discontinued application of robotic systems

4 Conclusion

Telemanipulation systems are used in all surgical sections. However, clinical impor-
tance is low since no “killer applications” exists.

For surgical purposes a system is preferable, which can assist the surgeon in sev-
eral different ways, which does not obstruct visibility in the operation-field which is as
compact as possible, which is easily mountable and removable in clinical routine and
can furthermore be controlled intuitively by the surgeon.
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Bioinformatics
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Protein adsorption on nanostructured implant surfaces:
A model calculation for the prediction of preferred

adsorption sites

P. Elter1 and R. Thull2

1 Lehrstuhl für Funktionswerkstoffe der Medizin und der Zahnheilkunde
2 Universität Würzburg

1 Introduction

Adsorption of proteins at a solid-liquid interface is an important phenomenon in biology
and highly relevant for the design of biocompatible materials. It is well-known that
protein adsorption is one of the first events which take place when a foreign material
comes into contact with a living body and is believed to be a key factor in controlling
subsequent cellular adhesion. In the last years several studies were performed, in which
protein adsorption on nano-patterned adsorbents was investigated and a dependence
on the topography was determined. For example an increased adsorption of FActin at
stripes and edges was observed on nanostructured titanium with structure heights of
12 nm and proteins were aligned parallel to the nanostructure [1]. Moreover, the range
in which proteins are “sensitive” to structures of a certain size is usually very small and
hence, a detailed knowledge of their effect on the adsorption is required.

In this article the influence of a topographical nanostructure with sharp edges and
spikes is investigated by a theoretical model combining Brownian Dynamcis (BD) and
the Finite Differences (FD) method. The theoretical description of an adsorption pro-
cess on three-dimensional rough or porous nanostructures is more complex than for a
planar surface: The influence of edges and spikes on the local electric field has to be
considered and it may be assumed that preferred sites of adsorption are formed. An
increased adsorption rate at certain places will also affect the local neighborhood in
the adsorption steps following at later times, due to protein-protein interactions. Thus,
it stands to reason that a theoretical prediction is required to include protein-protein
and protein-nanostructure interactions as well as a calculation of the individual motion
trajectory of each single protein.

2 Materials and Methods

In a BDSimulation, the displacement of each particle i is derived from the forces acting
on it. The new particle position after a small time step ∆t will be considered as initial
position for the next step. Thus, the gradual computation of many time steps results in
the motion trajectory of a protein. The algorithm for updating particle positions [2] is
given by

ξi(t + ∆t) = ξi(t) +
D0

kBT
Fi(t)∆t + χi(∆t), (1)
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where ξi(t) is the position of particle i at time t, D0 is the lateral diffusion coefficient
for free diffusion, kB the Boltzmann constant and T the temperature of the system. Hy-
drodynamic interactions are neglected in this model. The shift of the protein positions
is primarily determined by two factors: a systematic net force Fi, which is calculated
from the mutual interactions of the proteins along with the particle-nanostructure in-
teractions, and a stochastic displacement χi. The latter has a Gaussian distribution, a
variance-covariance according to the lateral diffusion coefficient and no correlations to
the systematic force.

Interactions are based on the DLVO (Derjaguin, Landau, Verwey, Overbeek) theory
and account for electrostatic and dispersion forces. While protein-protein interactions
can be expressed analytically by the classical DLVO theory [5], proteinnanostructure
interactions need to be described numerically, due to the arbitrary shape of the adsor-
bent. The electrostatic interactions of the numerical part were calculated from a solution
of the Poisson-Boltzmann equation by an FD multigrid solution [3]

∇(ε0εr(x)∇φ) = −ϕ−
∑

ν

qνe0 · cνNA · exp
(
−qνe0 · φ

kBT

)
(2)

and the dispersion interactions were obtained from a numerical integration of Hamaker’s
equation [4]

U = − A

π2

∫
V1

dv1

∫
V2

dv2
1
r6

(3)

on a fine sub-grid. In the equations φ is the electrostatic potential (in Volt), ϕ the partial
charge distribution belonging to the nanostructure, NA the Avogadro’s number, kB the
Boltzmann constant and T the temperature of the system. Moreover, dv1 and dv1 des-
ignate the volume elements from the integrals over the total particle volume V1 and V2,
respectively. r denotes the distance between dv1 and dv2 and A is the Hamaker con-
stant. The analytic solution for the electrostatic part of the protein-protein interactions
is given by [5]

UEL
i,j (r) =

q2
prote

2
0

4πεrε0

[
exp(κ · a)
1 + κ · a

]2 exp(−κ · r)
r

, (4)

where κ2 =
(
e2
0NA

∑
ν cνq2

ν

)/
(εrε0 · kBT ) is the inverse Debye-Length, a the radius

of the protein sphere, r > 2a the distance between two proteins, ε0 the permittivity of
free space, εr the relative dielectric constant, e0 the electron charge and qprot the net
charge of a protein. Moreover, each ion sort ν of the electrolyte is parameterized by its
concentration cv and its charge qv . The Hamaker equation for the dispersion part can
be explicitly integrated for two spheres [4]

UDISP
i,j = −A

6

{
2a2

r2
i,j − (2a)2

+
2a2

r2
i,j

+ ln
r2
i,j − (2a)2

r2
i,j

}
. (5)

Short-range repulsion as known from the Lennard-Jones potential is implicitly defined
by the algorithm: each time a particular displacement leads to an overlap with another



8

protein or the nanostructure, it is reduced until the overlap disappears. The sequence,
in which this is examined, is changed every time step, in order to reduce the effect of
unwanted correlations. Additionally a protein is flagged as immobilized, as soon as it
grazes the surface of the nanostructure (no surface diffusion).

The following model parameters are used for the calculation:

Table 1: Model parameters

Parameter Value
Protein Lysozyme
Type Globular / sphere
Radius 1.5 nm
Net charge +8 [6]
pH 7
A(Protein-Protein) 2.0·10−20 J [7]
A(Protein-Surface) 1.0·10−20 J [7]
Protein concentration 200 µg/ml
Surface Potential φ0 = −0.1 V (Mica) [8]
Electrolyte NaCl
εr 81 / 6
FD-Grid 1283

Integration sub-grid 729 points / FD-Element

3 Results and Discussion

An oppositely charged nano-cube with an edge-length of 16 nm was chosen as model
system, because it was expected that the adsorption at edges plays a major role for
such small structures. In this setup all protein-nanostructure interactions are attractive
while the protein-protein interaction consists of an attractive dispersion and a repulsive
electrostatic part. The resulting pair potentials (without short-range repulsion) for the
Lysozyme-Lysozyme interaction are shown in Fig.1. The short distances are dominated
by the attractive dispersion interactions while the farther regions are more influenced
by the electrostatic repulsion. The latter form a kind of barrier, whose height depends
on the electrolyte concentration. At high sodium chloride concentrations, the height
of the barrier is low, due to the screening effect of the electrolyte, while to lower salt
concentration this barrier increases.

Fig.2 displays the adsorbed proteins at the nano-cube in the final state for three
different electrolyte concentrations. The proteins are preferentially adsorbed near the
edges of the cube at low salt concentrations, which is mainly due to two different ef-
fects: first, the local electric field is higher near the edges and corners than in the center
of a surface. Moreover, a point that is located at a corner or an edge can be reached
by more proteins of the surrounding neighborhood than a point on a surface and al-
ready possesses a higher probability of adsorption due to geometry. Since the charged



9

Fig. 1: Pair potential of the Lysozyme-Lysozyme interaction for different salt concentrations

Fig. 2: Final state of the adsorption process on a 16 nm3 nano cube for different salt concentrations
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protein spheres repel each other, a higher adsorption rate at the edges leads to a lower
surface coverage of the nearby planar surfaces at low salt concentrations. Only a few
proteins manage to cross the repulsive barrier of the previously adsorbed proteins and
reach regions where the attractive interaction of the nanostructure outweighs. At higher
salt concentrations the adsorption process begins in exactly the same way. However,
adsorption can be continued at later time steps, due to the higher screening effect of
the electrolyte and also the surfaces are covered. At an NaCl concentration of 0.1 mol/l
almost a closest packing is reached as already assumed on the basis of the surface cov-
erage graph. A slight increase of the protein density at the corners of the cube is still
determined. With all accomplished calculations the surface coverage never exceeds a
monolayer, but proteins may extend into space at the edges and corners of the cube.
Hence, the mechanism of protein adsorption is governed by two different stages: in the
first part preferential places are occupied, which are determined by the electrical field
near the surface and the size of the surrounding liquid volume. The dispersion forces
have only a small influence on the selection of the adsorption sites in this model, due to
their short range and fast raising character. If a protein reaches the regions near the sur-
face of the nano-cube, where dispersion forces play a role, it is usually adsorbed in the
immediate vicinity. In the second part of the mechanism, also more unfavorable sites
are occupied. The significance of this part is determined by the electrolyte concentration
and the prevailing charge ratios.

4 Conclusion

In this study a model for the prediction of preferred protein adsorption sites was devel-
oped by a combination of the Finite Differences Method and Brownian Dynamics. An
increased adsorption rate along the edges of a (16 nm)3 model cube is reached under
consideration of electrostatic and dispersion interactions. If the cube comes into contact
with a protein/electrolyte solution, obviously first the favourable positions at the edges
are occupied. At later times also the surfaces of the cube are covered, if the salt concen-
tration is sufficient to screen the repelling protein-protein electrostatic interaction.
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Abstract. Here we present extracting relevant medical information from a free
text database. The documentation included individual records of 19694 patients
treated at the Center for Diagnosing and Treatment of Asthma and Allergy, Med-
ical University of Lodz between years 1995 and 2006. The database was based
on legacy engine with no export feature and fragmentary documentation. The
aim of the study was to data mine relevant clinical data for asthmatic patients
12-months prior and 36 months after the index date. Index event was defined as
adding montelukast or salmeterol to present therapy or excluding salmeterol from
therapy. The results of this retrospective observational study were in agreement
with previous results on this particular topic.

1 Introduction

In 2002, the English National Health Service (NHS) began the process of transforming
its health-care system with information technology. The experts assess the costs have
already doubled reaching $24 billion and for some the project is sleepwalking toward
disaster. Nevertheless wide adoption of databases in medicine is of paramount signifi-
cance. It is not only the matter of cutting down administrative inefficiencies in health-
care but also saving lives having all the crucial patients information always at hand.
Beyond the single Electronic Health Record lies the true big picture however. That is
the ability to query the whole population of patients’ data for treatment-outcomes re-
lationships on a truly Evidence-Based Medicine basis. This could also mean detecting
dangerous drugs interactions, undetectable at the moment without large targeted ran-
domized clinical trials.

The aim of the study was to data mine relevant clinical data for asthmatic patients
12-months prior and 36 months after the index date. Index event was defined as adding
montelukast or salmeterol to present therapy or excluding salmeterol from therapy.

2 Methods

The documentation included individual records of 19694 of patients treated at the Cen-
ter for Diagnosing and Treatment of Asthma and Allergy, Medical University of Lodz
between years 1995 and 2006. It amounted to about 70 thousand pages of clinical data
collected in a textual database. Each entry was personally input by a doctor working at
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the Centre during patients’ visits and consisted of an interview, physical examination,
laboratory results and prescribed drugs. All fields were unstructured text only.

We began by importing the records into a Microsoft Access database. This was
achieved through a VBA routine that was tailored against the available documentation
and reverse engineering of the database rudimentary relational model. The database
maker was no longer reachable and original company ceased to exist.

The relevant entity extraction was linguistic based and employed heuristic rules and
shallow parsing techniques on specific parts of the text around certain keywords. It was
inspired by the works of Friedman et al. and their MedLEE extraction system. The aim
was not only to extract some basic symptoms like daytime dyspneas or wheeze but also
prescribed doses, occurrence of certain events (for instance asthma related hospitaliza-
tions) and pulmonary function tests values. It was crucial for the scientific relevance of
acquired data that all entities are recalled. This, however, resulted in a high percentage
(30%) of data being misclassified.

This first fully automated query resulted in a preliminary set narrowed down to
about 250 records that met the stringed inclusion criteria. These were than manually
checked for errors of automation on case by case basis and the study query was repeated
resulting in the final set of 189 patients and their respective results for all the periods
assessed as schematically shown in the figure 1.

Fig. 1: Schematic of the final dataset creation

3 Results

Because the fields were text only and actually no strict rules were imposed on filling
in the data, we found it difficult to automate the process of extracting information. The
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key problems identified were: spanning the information over more than one field, ty-
pos, ambiguous abbreviations, shorthand and hyphenation. To account for discrepancy
between visit date and outcomes that occurred days or months earlier, we found that a
separate layer must be created that stores the events on a day by day basis. This allowed
for instance to precisely compute the average prescribed daily doses (exposure).

During the observation period of ten years spirometry equipment was modernized,
which resulted in a different reference range for the pulmonary function tests. That is
why we found it more reasonable to extract the equivalents expressed in percentage of
the predicted value. As the time factor was involved, over the years there were also
subtle changes in therapy guidelines and also some proprietary drug forms have left the
market. This all had to be taken under consideration.

Overall we found the acquired data valid. Repeated Measures ANOVA used to sta-
tistically analyze the results showed two already known trends in asthma. These were
the presence of synergy between salmeterol and inhaled corticosteroids and montelukast
positive influence on allergic rhinitis. The results were valuable as no observational
study in asthma of such length was published before.

4 Conclusions

We concluded that extracting relevant medical information from legacy databases is
possible, but the measures taken may be unfeasible on a larger scale due to time and
resources involved. Also textual sources although offering far greater flexibility are not
particularly well suited for automated data extraction.

Future ease of exporting data should always be considered when deciding how to
store biomedical data. This is unfortunately rarely the case, as cheaper Database Man-
agement Systems are chosen over more expensive solutions built to last.
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1 Introduction

Any mental thought or movement planning and execution are accomplished by specific
neuronal activity which is reflected on biopotentials recorded on scalp by means of
electroencephalography. At present several systems, called Brain-Computer Interface
(BCI), were created capable to differentiate temporal-spatial patterns of scalp biopo-
tentials and to translate them to commands for controlling a computer and other elec-
tromechanical devices, e.g. mobile robots.

Such interface can be used in clinics by people with poor or lost neuromuscular
control and by healthy person. For example, BCI user will be able to direct cursor to
particular area on computer monitor, type messages or browse the Internet.

Fig. 1: Schematic view of BCI system components

Classical definition of BCI was formulated by Wolpaw (2002): “A BCI is a commu-
nication system in which messages or commands that an individual sends to the external
world do not pass through the brain’s normal output pathways of peripheral nerves and
muscles.”

Despite of the fact that BCI-system reliable provides only one dimensional control
and, as a result, only binary decision tree it allowed to develop the impressive range of
applications:

– Text typing;
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– Internet browsing;
– Games (teletennis and Pacman);
– Prosthesis or robot control.

BCI systems can be classified by several criteria:

– Invasive (or implantable) and non-invasive;
– Synchronous and asynchronous;
– Universal or individual classificatory parameters setup;
– Offline and online operation;
– Type of used potentials.

2 Visualmind Framework

The most of contemporary EEG registration and analysis systems can’t be used for BCI
realization. Some of them lack the real time analysis; others lack flexibility of signal
processing routines. That leads us to decision to create universal VisualMind frame-
work which is organized as a set of independent program modules incapsulating differ-
ent EEG processing algorithms and 2D/3D visualization. At design step, a framework
user can select various analysis and visualization methods and then create the overall
processing pipeline by inter connecting their inputs and output in a way of Simulink.
During execution phase the framework will process the incoming EEG data fed to the
pipeline.

For framework development we have selected .NET environment and C# program-
ming language. That allowed us to develop quickly the distributed application which
supports graph creation, their storage in XML format, data exchange through TCP/IP
protocol, virtual scene and objects creation and control via Direct3D technology, regis-
tration equipment control.

This system was used for experiments with various BCI approaches as well as
a standard EEG application. BCI application based on P300 cognitive component of
evoked potentials is presented below.

To register P300 component an oddball stimulation paradigm is used. During such
experiments two types of stimuli are used – frequent non-target and non-frequent target.
Their proportion is typically set as 80 and 20%. Subject should count every appearance
of target stimuli. Target stimulius is also referred as a relevant stimulus. After pre-
sentation of such stimulus a small positive deflection at 300 ms after stimuli onset will
appear. It is called P300 component, lasts 300-400 ms and has amplitude 5-15 µV. Max-
imum amplitude is registered under Pz electrode. The smaller probability or percentage
of target stimuli appearance, the bigger P300 amplitude is observed. Several averages
is required to extract the component from background EEG activity which usually has
amplitude 50-100 µV.

Based on this neurophysiological facts we have built several BCI modules to enter
text in real time. It’s stimulation window is shown below:

32 letters of Russian alphabet together with additional symbols and commands were
presented on screen in front of subject as a virtual keyboard. Subject should fix his/her
attention on the symbols to be entered. Stimulation is done as a repetitive intensification
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Fig. 2: VisualMind framework main window during execution

Fig. 3: VisualMind Stimulation window
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of rows and columns in random order. As a row or column are flashed randomly the
probability that intensity of the letter selected by subject will change is equal 16.7%.
Probability for non-target stimuli is equal 83.3%. That ratio is optimal for recording the
P300 component.

Usually only 15 averages were used to detect P300 component. After letter is iden-
tified, it appears at upper string of stimulation window. Using that module our subjects
were able to enter short words and names. It takes around 90 seconds to enter a single
letter, if interstimulus interval is set as 1000 msec.

Our current work on P300 BCI is related to built better classifier and to shorten
interstimulus interval down to 125 msec. In that case single letter will be entered in 12-
15 seconds. Other development is directed to usage icons instead of letters. The system
is intended for disabled person communication with hospital staff.
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1 Introduction

Brain activity level is determined by wake-sleep cycle. Sleep is organized as a sequence
of several stages. Their cyclic organization proves the existence of the special regulatory
system. This work is devoted to development of the algorithm for automatic sleep stages
determination and following study of brain bioelectric activity during healthy sleep.

The most popular and widely used system for sleep classification was developed by
Rechtschaffen and Kales (R&K) in 1968 [7]. The system allowed to standardize the cri-
teria for sleep stages discrimination and thus provided the possibility to compare results
of experiments from different laboratories and hospitals. According to that method, the
whole EEG record is firstly divided on segments lasting 20-30 seconds and then for each
segment main amplitude and spectrum parameters for standard EEG rhythms are cal-
culated. By analyzing those values a human expert, e.g. somnologist, makes a decision
about membership of analyzed segment to particular sleep stage.

Obviously, it is very hard and time consuming to use that method for analysis of
whole night sleep recording which sometimes lasts as long as 8-10 hours. In spite of
tremendous number of research in the field of automatic sleep stage classification [3, 5,
and 8], still manual sleep staging systems are more popular than automatic ones.

For objective sleep studying we have used the polysomnography method which
comprised on electroencephalography (EEG), electrooculography (EOG) and electromyo-
graphy (EMG) registration. Then amplitude and frequency features were calculated and
fed to neural net classifier based on Hidden Markov Models (HMM) [1]. That allowed
us to identify sleep stages and phases and to build their sequence known as a hypno-
gram.

The results of that classification were validated by comparison with classification
made by human expert who had utilized R&K rules. We have demonstrated that HMM
can be used for sleep staging based only on 2 bipolar EEG channels (Fpz-Cz and Pz-Oz)
with the quality sufficient for usage in real diagnostic process.

2 Sleep structure

Two different phases are discriminated during a sleep – slow wave sleep (SWS) and fast
sleep (FS) [1]. In turn, slow wave sleep phase is divided on several stages. Each stage
has different EEG picture and reflects difference in sleep depth:
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Stage I, or drowsy stage, is characterized by gradual replacement of 8-12 Hz alpha-
rhythm with low frequency oscillations like 4-7 Hz low amplitude theta-rhythm and
some delta activity as well as low voltage high frequency beta activity. EEG can be
described as a flat desynchronized signal with polymorphic low voltage components.
Usually that stage lasts from 1 to 7 minutes. Slow waves appear mostly at the stage end.
Their amplitude is below 75 µV.

Stage II is characterized by appearance of sleep spindles. Spindles duration is 0.5-3
seconds and amplitude is around 50 µV. Also in that stage K-complexes appear. They
look as biphasic potentials frequently followed by sleep spindles. Their amplitude is
maximal at vertex and duration is not less than 0.5 seconds. These complexes emerge
spontaneously or as a response on sensory stimuli.

Stage III is characterized by increasing the delta activity with amplitude higher than
75 µV. This activity occupies from 20 to 50% of all segment duration.

Stage IV is defined then amplitude of delta waves exceeds 75 µV and the waves
occupy more than 50% of the segment duration.

Fast sleep phase is characterized by abrupt decrease of EEG amplitude with ap-
pearance of specific saw-tooth like signals, low voltage fast activity and rare alpha ac-
tivity. Fast eye movement can be recorded by EOG channels and overall muscle tonus
is decreased as registered by EMG channel. This phase is also referred as Rapid Eye
Movement (REM) phase or paradoxical sleep.

In natural conditions a sleep starts by slow wave phase ranging from shallow sleep
stage 1 to deepest stages 3 or 4 and then is replaced suddenly by fast sleep phase. That
forms a single sleep cycle which lasts 90-120 minutes. During a whole night 4-5 such
cycles can be observed for healthy persons. The duration of fast sleep is minimal at the
sleep onset but gradually increases toward morning. In contrary, the duration of deep
sleep (stages 3 and 4) is maximal at the 2nd and 3rd sleep cycle and diminishes toward
the sleep end.

3 Method

For automatic sleep stage classification we have used signals from two EEG channels.
Records were cut on 30 seconds segments. To extract and evaluate delta, theta, alpha
and beta rhythms each segment was windowed by Hamming window and then filtered
in correspondent frequency range by FFT-based band pass filter.

After filtration rhythm indexes and amplitudes were calculated. The amplitude was
calculated as a difference between adjacent maximum and minimum. To define rhythm
index we set a threshold. If amplitude of some signal portion exceeds the threshold,
then that part was considered as containing the rhythm and its duration was added to
index calculation. Additionally, we set upper threshold to eliminate movement artifact
from calculations.

Alpha rhythm characteristics were defined from signal registered on Pz-Oz bipolar
lead. To calculate features of other rhythms we have used Fpz-Cz bipolar lead.

Classification was made by utilizing HMM [6]. HMM represents a finite state ma-
chine which changes its state at a discrete time. Transitions between states are random
with some fixed probabilities [4].
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Calculated set of EEG features was used for initialization and training of HMM.
Baum-Welch algorithm was employed for training. Following cluster analysis reveals
the groups of similar elements, number of groups was set equal to number of stages to be
identified. Cluster centers were stored in the model and used later to label observations.

Trained model was used for further classification by utilizing Viterbi algorithm
which inputs a set of signal characteristics for all EEG segments. Resulting sequence of
state changes is considered as a sequence of sleep stages.

As a last step, we have filtered obtained stages sequence by median filter to eliminate
short-term transients. Such transients are related to non stationary EEG portions which
have features from two different sleep stages. Value averaging for 2-3 minutes helps to
clean up the graphics and to reveal better the sleep structure. Based on this post-filtration
the hypnogram finally was plot.

4 Results

The algorithm was tested on 15 records containing several EEG channels, as well as
EOG and EMG data. All records were scored by human expert according to R&K sys-
tem [9]. To verify our algorithm the output of automatic evaluation was compared with
expert scoring.

Upper portion of the figure 1 depicts the hypnogram built on the basis of HMM
automatic classification. The picture lower part shows the hypnogram built by somnol-
ogist. Correlation between these two graphics is equal 0.7924.

Fig. 1: Result of sleep stage classification without filtering

Both hypnograms expose some noisy behavior. To clean them up median filters with
various length were applied. The effective filter order was determined experimentally
and varied for different records.
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Fig. 2: Hypnograms after filtering by fifth order median filter

After filtration the correlation coefficient increased up to 0.8461. Classification re-
sults after filtering are shown in picture 2. Results for all records are summarized in
table 1.

Table 1: Compare two classification methods: R&K and HMM (the table presents normalize
coefficient of coincidence in every sleep stage)

HMM

R&K

W 1 2 3 4 REM
W 0.5104 0.4730 0.0041 0 0 0.0124
1 0 0.0484 0.4839 0 0 0.4677
2 0 0 0.6862 0.2857 0.0077 0.0204
3 0 0.0217 0 0.6413 0.3370 0
4 0 0 0 0.0846 0.9154 0
REM 0 0.0094 0.0472 0.0802 0 0.8632

Maximum coincidence between human and machine scoring is seen for stage 4 of
deep sleep and equals 92%. REM stage is also matched with high accuracy (86% cases).
The lowest classification precision was found for stage 1 and equaled 5%. In most cases
this stage is classified either as stage 2 (48%) or REM sleep (47%).

Thus our algorithm can identify with high precision all key sleep stages such as
REM, wakefulness and deep sleep. Further discrimination of slow wave stages is done
with lower precision which is related to similarity between rhythm parameters for those
stages [2].
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5 Summary

The most important feature of our approach is that classification algorithm is trained
without supervision. As a result, we don’t need to create training set and can easily
apply this method to different EEG records. Parameter calculation is performed indi-
vidually for every subject. In contrast to traditional human scoring additional EOG and
EMG channels are not required.

Automatic sleep analysis is more faster than manual scoring. Machine processing
of 8 hours record takes less than 1 minute but it might take several hours for expert to
evaluate the same record. Automatic analysis is objective because classification results
are not tied with any subjective experience of human expert.

This system can be used in hospitals for sleep disturbance diagnosis as well as for
fundamental sleep research.

Future work is related with the usage of additional polysomnograph channels to im-
prove the diagnosis in clinics and with the development of portable Holter-EEG device
which will allow to record sleep in natural environment outside research laboratory or
hospitals.
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1 Introduction

The basic function of the heart consists in the maintenance of necessary minute and
systolic volumes of the blood by means of maintaining an appropriate pressure in the
vascular system at the corresponding velocity of the blood flow. This function is usu-
ally referred to as the pumping ability, inasmuch as the cardiac muscle acts as two
pumps creating necessary velocities of the blood flow and necessary pressure levels in
the aorta and pulmonary artery (kinetic and hydrostatic effects). Cardiac efficiency of
the heart with respect to maintaining the flow of the blood in the vascular system is the
basic parameter of the functional condition of the myocardium. As a result of the car-
diac contractions transforming energy into external work of the heart, a certain systolic
volume and a certain blood velocity is maintained.

For practical purposes it is most convenient to estimate the external work of the heart
with the help of the ballistocardiography (BCG) method [1]. According to this method
micromovements of the human body are registered. The micromovements accompany-
ing each cardiac contraction as a result of part of the energy of the blood circulation
through the surrounding tissues and a skeleton being transformation to the body ow-
ing to the effect of ”recoil”. Ballistocardiogram is registered with the help of sensors
attached to the body of a person lying on the back.

In BCG estimation it is important to take into account the influence of breath on
the form and amplitude of the signal. This is due to the fact that at inhale and exhale
there are opposite changes in the hemodynamics of the left and right heart. Usually, the
respiratory fluctuations of the amplitude of the BCG complexes do not exceed 30-40 %,
but in case of disruption of functional, energy and haemodynamic relations between the
factors of inflow and expulsion of blood, respiratory fluctuations of the BCG amplitude
increase [2].

Estimation of BCG records is a procedure of an expert character and is qualitative
to a considerable extent. Expert BCG estimation is carried out in two directions: 1)
Analysis of the peak amplitude that characterizes the conditional level of external work
of the heart; 2) Analysis of changes in the amplitude and the form of BCG-complexes
caused by breathing.

The method of seismocardiography (SCG) consists of registration of accelerations
taken from the chest surface, caused by heart contractions. In the received records
alongside with defining the phases of the cardiac cycle it is also important to mea-
sure the amplitude of the oscillatory cycle. The beginning of this cycle corresponds to
the beginning of the phase of isometric ventricular contraction. The amplitude of the
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cycle correlates with the maximum chamber pressure, thus reflecting the total cardiac
work, i.e. characterizing the energy that is generated by the cardiac muscle at each con-
traction. By means of comparing the total cardiac work (SCG ) with its external work
(BCG ) we can define the efficiency of the heart, i.e. the efficiency of the energy put out
on maintaining the blood flow through the vessel.

Year by year mathematical analysis of cardiac rhythm is being used more and more
extensively in clinical practice as a method of estimating the condition of different
parts of the vegetative regulation system. In this study we present a portable monitor
for registration of ballistocardiographic signals, constructed on the basis of Sigma-Delta
ADC (analog-to-digital converter), as well as different approaches to processing signals
of BCG and SCG with the help of neural-network algorithms.

2 Monitor for registration of ballistocardiographic signals

Monitor for registration of ballistocardiographic signals (MRB) is a device designed
for acquisition of biological signals and the software for their processing on a personal
computer. Registration of micromovements of the body is carried out by a built-in ac-
celerometric sensor. The sensor consists of a thin steel disk with a piezoceramic struc-
ture in the center. The disk is weighted with a copper load on the back side. Fluctuation
of the load affecting the steel disk causes polarization the piezoceramic structure. Elec-
tric potential arising from polarization varies in proportion to deviation of the pressure
from its value in the initial position. The signals of the sensor after the analog-digital
conversion are stored in the built-in memory of the device, or, if the device is switched
to the monitoring mode, are displayed on the screen of the computer. Analog-to-digital
converter (ADC) is the key element of the MRB. Characteristics of the ADC to a great
extent determine the extraction quality of the valid signal against external disturbance.
Analog-to-digital conversion is carried out by the microcircuit chip AD7714 manufac-
tured by Analog Devices (USA). The microcircuit chip is a low-frequency high reso-
lution sigma-delta ADC. Alongside with the analog-to-digital converter the device also
contains built-in multiplexers, amplifiers with programmable coefficient of amplifica-
tion and analog buffer-amplifiers.

Data transmission to the computer is carried out by means of a universal serial bus
(USB). Management of the device is realized with the help of a built-in microcontroller.

The operation of the device is managed by a RISC microcontroller ATmega8515
manufactured by Atmel (USA). The signal of seismo / ballisto cardiograms is stored
in non-volatile solid-state memory NAND such as KM29U128 manufactured by Sam-
sung, storage space – 16 Mb. For more effective utilization of memory a lossless algo-
rithm of signal compression is applied.

Here we apply a modified algorithm of differential adaptive coding. The algorithm
is based on the fact that most part of time the signal is varying insignificantly within the
limits of the proximate samples. It allows us to draw the conclusion that it will be more
effective to store the difference between the amplitudes of the neighboring samples than
its absolute value.

The microcontroller tracks out the condition of the button of event generation, pro-
viding synchronization of the time of the event occurrence and the stream of registered
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data. In order to indicate the condition of the device two light-emitting diodes and a
generator of sound signals are provided.

The monitor of biomechanical activity allows to register signals of micromovements
of the body, caused by cardiac contractions, breathing and motion activity within the
set period of time, the maximal duration of which is not less than 8 hours. Registered
signals are stored in the built-in memory of the device, or, in the monitoring mode, are
displayed on the screen of the computer.

There is only one battery used as a power source – galvanic element of standard size
AA.

MRB can be used for registration of both ballistocardiograms and seismocardio-
grams. In order to register a ballistocardiogram the device should be attached to a spe-
cial bed located on a special suspension bracket. This way it will register the movements
of the body of the patient, caused by the emission of blood in the course of the cardiac
activity. To register a seismocardiogram the device should be placed on the patient’s
chest, for example, in a special pocket of the vest. Thus it will be registering the move-
ments of the chest.

Basic technical specifications of the MBA :
– Range of registered accelerations 0.001-0.1 m/s2 ;
– Frequency range – 0-260 Hz.
Total energy consumption of the BMA makes up no more than 5,6 ı̀À . This guar-

antees operating capability of the device attached to a standard power source within the
prescribed period of time (not less than 8 hours).

The MRB switches off automatically in case the built-in signal recording memory
is exhausted, and there is no data exchange to a computer. To prevent the accidental
disconnection of the device during an experiment, it is impossible to switch off the
MRB with the control button, the device can be switched off only from the computer. If
it is necessary to initialize the MRB, the adaptor plug should be inserted into a socket
on the bottom side storage bank.

When the signal is being registered, the patient can mark the event himself. A spe-
cial sound signal is designed to confirm that the mark has been made. This can be either
a mark registering a change of the patient’s condition, or the node point when the func-
tional tests are carried out etc. When the seismo / ballisto cardiogram is reviewed, the
tagged events are synchronized with the signal.

3 Algorithms of BCG and SCG analysis

Our next objective is the development of the software for processing the signals taken
from the accelerometer sensor. The sensor signal is a complex function of the parame-
ters of the cardiac rhythm, respiratory movements, motion activity, as well as with the
parameters of cardiocycle. Accordingly, in order to allocate each of the listed param-
eters it is necessary to choose the most adequate mathematical method. Inasmuch as
the connections between the form of the signal received from the gauge and calculated
parameters are unknown in advance (especially regarding the parameters of motion ac-
tivity and cardiocycle), it is reasonable apply methods based on self-training algorithms.
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Fig. 1: The typical record of ballistocardiogram.

As such a method we suggest to use the algorithms of self-training artificial neural net-
works.

Analysis of the MRB signal must be carried out in two directions:
1. Analysis of periodic components of the signal carried out in order to allocate

cyclic parameters, such as cardiac rhythm frequency and respiratory rhythm frequency.
2. Analysis of non-cyclic components of the signal carried out in order to such

parameters, as those of the cardiocycle and motion activity.
For each of the directions it is necessary to choose a mathematical method, allowing

to obtain the necessary information in an optimal manner.
The typical signal from the accelerometer sensor in the seismocardiogram registra-

tion mode is shown on Figure 1. The gauge was fixed on the patient’s chest with the
help of a special belt. The signal was registered in a motionless condition.

The diagram shows repeating cycles, each of which is the reflection of a separate
cardiocomplex. The frequency of cycles is equal to the pulse rate. Thus, the pulse rate
can be calculated on the basis of the Fourier spectrum of the signal. The same refers
to the frequency of respiratory movements. However, the signal amplitude on the fre-
quency of respiratory movements is much less than the signal amplitude on the pulse
rate, therefore there may be the necessity of additional processing of the signal in or-
der to suppress the noise. Thus, spectral analysis of the sensor signal can accepted as
the basis for the software for the analysis of periodic parameters. To increase the accu-
racy of the pulse rate measurements and that of the respiratory rhythm we shall require
methods of noise abatement and, probably, methods of the correlation analysis.

Alongside with periodic components the MRB signal also comprises non-cyclic
components caused by involuntary movements of the examinee, as well as components
arising from to the movement of the heart during a single cycle of cardiac activity.

Involuntary movements of the examinee are characterized by an increased signal
amplitude and can be singled out from the signal by means of amplitude discrimination.
In Figure 1 the surges caused by involuntary movements can be well seen.
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Thus, the calculation of the quantity of involuntary movements, as well as the anal-
ysis of relative amplitudes of these movements can be performed on the basis of the
amplitude analysis of the surges of the signal with accurate time correlation. Besides,
involuntary movements can be accurately correlated with cardiac activity and respira-
tory phases.

4 Application of neural-network algorithms

From the point of view cardiovascular system condition diagnostics of special interest
is the opportunity to receive information about the parameters of each cardiocycle by
analyzing separate fragments of the gauge-accelerator readings. Here we have in mind
the analysis of cycles of the signal associated with cardiac activity (see Figure. 1). Each
signal cycle is the response of a cardiac muscles contraction and therefore contains
information about the parameters of this cardiocomplex. To extract this information it
is necessary to know the details of the transmission of motions from the heart to the
gauge, which does not seem possible today. However, there are algorithms that can help
to solve this problem. In the present study we suggest that neural-network algorithms
should be applied with the purpose of extraction of the information about the parameters
of separate cycles from the acceleration sensor signal.

Let us briefly consider two ways of neural-network algorithms application for the
analysis of the signal. The first way is to use unidirectional neural network [3] for
extraction of the parameters of the ballistogram. The second variant resorts to self-
organizing Kohonen network [4] for classification of separate fragments into several
classes, each of which should correspond to a concrete deviation of the parameters of
cardiac activity from the norm.

Neural network consists of the several layers, interconnected in such a manner that
the output signal of one layer, multiplied by weight-coefficient matrix, comes to the
input of the layer next to it. Each neuron of the layer performs the elementary processing
of the signal, which consists in summing-up input signals, adding the shift parameter
and transformation of the signal with the help of the activation function.

In order the neural network can solve a specific task, i.e. extract the parameters of
a certain signal when it is applied to the input, it is necessary to train the network. The
training of the network consists in selecting weight coefficients and shifts. To perform
the training we shall need to have a certain number of input vectors and the correct
values of the output parameters corresponding to them – the training array. The pro-
cedure of network training consists of the following steps. A certain vector from the
training array is applied to the network entry point. The output vector value received at
the network output is compared to the correct value of the output vector from the train-
ing array. Then the correction of weight-coefficients and shifts is performed to reduce
the difference between the network output and correct (reference) value. This procedure
shall be repeated a number of times to cover all the values of the training array. Such
training procedure is called supervised training or training with a teacher. After the
training the values of the weight-coefficients and shifts shall be fixed and the network it
is ready for operation – by applying an input vector to the entry point we shall receive
correct values of output parameters on the output.
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As input values to be applied to the network entry it is possible to use either the sig-
nal itself (its values at the discretization points) or a certain set of the signal parameters
(for example, values of amplitudes, time intervals or spectral coefficients). To choose
the input representation of the signal further research is required. As output network
values we shall use a set of basic parameters of the ballistogram. To draw up a training
array it is necessary to carry out a number of experiments on simultaneous measurement
of the signal of the accelerometer sensor and ECG registration.

The above described approach to the analysis of the accelerometer sensor signal is
considered to be quite promising, however, it will require further research focused on
building-up the training array, optimization of neural network architecture, selection of
the representation form of the input data, optimization of the training procedure.

The second approach to neural-network algorithms is based upon the application of
the self-organizing Kohonen networks.

Kohonen networks essentially differ from all the other types of networks. While
all other networks are intended for the objectives of the supervised training, Kohonen
networks are designed for unguided training.

In the process of supervised training, the observations, working out training data,
apart from the input variables also contain the corresponding output values, and the
network must reconstruct the projection by translating the first into the second. In case
of unguided training, the training data contain only the values of input variables.

In Kohonen network the so-called competing function of activation is often used,
which is not valid for each separate neuron – but it is applicable to the whole layer.
As a result on of this activation function zero value is assigned to the outputs of all the
neurons, except for the neuron with the maximum distance, and the value 1 is assigned
to the neuron output with the minimum distance (the winner neuron). Thus, the output
vector a has only one element equal to 1, and the other are equal to 0.

The Kohonen layer classifies input vectors in groups on the basis of their similarity.
This is achieved with the help of such exact adjustment of the weights of the Koho-
nen layer that the closely-spaced input vectors activate on and the same neuron of this
layer. Kohonen’s training is a self-training, performed without reference values of the
outputs (training without a teacher). Therefore, it is difficult (and not necessary) to pre-
dict, which Kohonen neuron exactly will be activated for the set input vector. It is only
necessary to guarantee that as a result of the training the non-similar input vectors are
separated.

Thus, as a result of self-training the Kohonen network acquires the ”skill” to group
input data into several classes.

As applied to the analysis of gauge-accelerator signals the Kohonen network can
be used in the following way. As the input data of the network we will use the same
data as was used for the unidirectional network (for example, values of amplitudes,
time intervals or spectral coefficients). These data will be used for the training of the
network. During training the network acquired the ability to group the input data into
several classes (according to the number of neurons in the Kohonen layer). Each class
will correspond to a certain condition of the examinee. For example, in case the data in
split into two classes, one class will corresponds to the normal condition, the other – to
the pathological. Thus, by consistently applying input signal to the entry point of the
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network, at an output we shall receive the characteristics of the examinee’s conditions
(norm / pathology).

For the realization of this algorithm it is also necessary to carry out additional re-
search focused on optimization of network parameters, choosing the quantity of classes
and, probably, a certain modification of the network by way of adding a supplementary
layer.

5 Conclusion

The small-sized monitor of biomechanical cardiac activity can be used for monitoring
cardiovascular system condition both in clinic, and in actual practice.

In order to perform the analysis of cardiocycle parameters and obtain necessary
the information about the parameters of the ballistocardiogram we suggest that neural-
network algorithms of signal processing should be used. In particular – unidirectional
neural networks and the self-organizing Kohonen networks.

References

1. Kiessling C.E., Preliminary appraisal of the prognostic value of ballistocardiograhy, Bib-
lioteca Cardiologica, vol. 26, 292-295, 1970

2. Polo O., Tafti M., Hamalainen K., Vahtoranta K., Alibanka J., Respiratory variation of the bal-
listocardiogram during increased respiratory load and voluntary central apnoea, Eur. Respir.
Journal, pp. 257-262, Vol. 5, 1992

3. Osovskii, C., Neural Networks for Information Processing, Moscow: Finansy i statistika, 2002
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Abstract. Baroreflex Sensivity (BRS) and heart rate variability (HRV) have sig-
nificant influence on the patients’ prognosis after cardiovascular events. The fol-
lowing study was performed to assess the differences in the postoperative re-
covery of the autonomic regulation after mitral valve (MV) surgery and aortic
valve (AV) surgery with heart-lung machine. 43 consecutive male patients were
enrolled in a prospective study; 26 underwent isolated aortic valve surgery and
17 isolated mitral valve surgery. Blood pressure, ECG and respiratory rate were
recorded the day before, 24h after surgery and one week after surgery. BRS was
calculated according to the Dual Sequence Method, time and frequency parame-
ters of HRV were calculated using standard methods. There were no major differ-
ences between the two groups in the preoperative values. At 24 h a comparable
depression of HRV and BRS in both groups was observed, while at 7 days there
was partial recovery in AV-patients, which was absent in MV-patients: p (AV
vs. MV)<0,001. While the response of the autonomic system to surgery is sim-
ilar in AV- and MV-patients, there obviously is a decreased ability to recover in
MV-patients, probably attributing to traumatic lesions of the autonomic nervous
system by opening the atria. Ongoing research is required for further clarification
of the pathophysiology of this phenomenon and to establish strategies to restore
autonomic function.

1 Introduction

The well-known depression of cardiovascular autonomic function following cardiac
surgery is related to a variety of reasons like anaesthesia and the use of the heart-lung-
machine [1,2]. The role of direct surgical trauma to the autonomic nerves (AN) is still
unclear. The following study was performed comparing patients with isolated aortic
valve replacement (AV, the surgical trauma to AN is considered to be low) or isolated
mitral valve surgery (MV, high surgical trauma to AN is expected). With regard to
the hypothesis that there is a traumatic lesion of the cardiovascular autonomic nervous
system by opening the atria we observe the postoperative recovery of AV- and MV-
patients.
? This study was supported by grants from the Deutsche Forschungsgemeinschaft (DFG BA

1581/4-1, BR 1303/8-1, KU 837/20-1).
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2 Methods

43 consecutive male patients were analysed. 26 of them underwent aortic valve surgery
and 17 of them mitral valve surgery. The mean age of AV-patients was 63 +/- 13 years
and the mean age of MV-patients 59 +/- 12 years. Patients with concomitant coronary
heart disease were excluded for the known effects of atherosclerosis. Perioperative med-
ication was standardized.

Anaesthesia was standardized; induction was performed with sufentanil and mida-
zolam. For maintaining narcosis, a continuous infusion of propofol was given; muscle
relaxation was achieved by pancuronium. Central venous pressure and pulmonary artery
pressure were monitored by a Swan-Ganz catheter, arterial pressure by cannulation of
the radial artery. All operations were carried out with cardiopulmonary bypass (CPB)
in mild hypothermia (32-34◦C) and pulsatile perfusion mode, cold crystalloid cardio-
plegia or blood cardioplegia (isolated bypass surgery) was used for cardiac arrest. After
declamping, most of the patients needed one countershock to terminate ventricular fib-
rillation.

After 10-min equilibrations to the environment, non-invasive blood pressure signals
were collected from the radial artery by a tonometer (Colin Medical Instruments) at
1000 Hz. Data were channelled into a bed-side laptop after A/D-conversion and stored
for analysis. Simultaneously, breathing excursions and a standard ECG were monitored.
Data were sampled for a 30-min period the day before surgery, 24h and seven days after
surgery on the ICU. Care was taken to perform the measurements during the same time
of the day in each patient. From the recorded data the beat-to-beat intervals as well as the
beat-to-beat systolic and diastolic values were extracted; premature beats, artifacts and
noise were excluded using an adaptive filter considering the instantaneous variability.

Baroreflex sensitivity (BRS): Dual Sequence Method (DSM)

Using the DSM, the most relevant parameters for estimating the spontaneous barore-
flex (BR) are the slopes as a measure of sensitivity. The DSM is based on standard
sequence methods with several modifications: Two kinds of BBI responses were ana-
lyzed: bradycardic (an increase in systolic blood pressure (SBP)) that causes an increase
in the following beat-to-beat-intervals (BBI) and tachycardic fluctuations (a decrease in
SBP causes a decrease in BBI). Both types of fluctuations were analyzed both in a
synchronous and in a 3-interbeat-shifted mode. The bradycardic fluctuations primarily
represent the vagal spontaneous BR analysis of the tachycardic fluctuations represent
the delayed responses of heart rate (shift 3) assigned to the beginning slower sympa-
thetic regulation. The following parameter groups are calculated by DSM: (1) the total
numbers of slopes in different sectors within 30 min; (2) the percentage of the slopes in
relation to the total number of slopes in the different sectors; (3) the numbers of brady-
cardic and tachycardic slopes; (4) the shift operation from the first (sync mode) to the
third (shift 3 mode) heartbeat triple; and (5) the average slopes of all fluctuations. DSM
parameters are defined as described by Malberg et al [4].
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Fig. 1: Schematic representation of the two main baroreflex parameters estimated by the Dual
Sequence Method: the average slope (dotted line) of all baroreflex sequences as well as the to-
tal number of baroreflex slopes above 20 ms/mmHg (thick lines). The thin lines symbolize all
baroreflex slopes below 20 ms/mmHg.

Heart rate variability (HRV)

Respecting the suggestions by the Task Force HRV [3], the following standard param-
eters are calculated from the time series: MeanNN (mean value of normal beat-to-beat
intervals): Is inversely related to mean heart rate. sdNN (standard deviation of inter-
vals between two normal R-peaks): Gives an impression of the overall circulatory vari-
ability. Rmssd (root mean square of successive RR-intervals): Higher values indicate
higher vagal activity. Shannon (the Shannon entropy of the histogram): Quantification
of RR-interval distribution. Apart from the time-domain parameters mentioned above,
the HRV analysis focused on high-frequency components (HF, 0.15-0.4 Hz, high values
indicate vagal activity) and low-frequency components (LF, 0.04-0.15 Hz, high values
indicate sympathetic activity). The following ratios were considered: LFn – the nor-
malized low frequency (LFn=LF/(LF+HF)), HP/P - the to the total power P normalized
high frequency as well as LP/P - the P-normalized low frequency.

Nonlinear dynamics

New parameters can be derived from methods of nonlinear dynamics, which describe
complex processes and their interrelations. These methods provide additional informa-
tion about the state and temporal changes in the autonomic tonus. Several new measures
of non-linear dynamics in order to distinguish different types of heart rate dynamics as
proposed by Kurths were used. The concept of symbolic dynamics is based on a coarse-
graining of dynamics. The difference between the current value (BBI or systolic blood
pressure) and the mean value of the whole series is transformed into an alphabet of four
symbols (0; 1; 2; 3). Symbols ’0’ and ’2’ reflect low deviation (decrease or increase)
from mean value, whereas ’1’ and ’3’ reflect a stronger deviation (decrease or increase
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over a predefined limit, for details see Voss et al.). Subsequently, the symbol string is
transformed to ’words’ of three successive symbols explaining the nonlinear properties
and thus the complexity of the system.

The Renyi entropy calculated from the distributions of words (’fwrenyi025’ - a =
0.25) is a suitable measure for the complexity in the time series (’a’ represents a thresh-
old parameter). Higher values of entropy refer to higher complexity in the correspond-
ing time series and lower values to lower ones. A high percentage of words consisting
only of the symbols ’0’ and ’2’ (’wpsum02’) reflects decreased HRV. The parameter
’Forbidden words (FW)’ reflects the number of words which never or very rarely occur.
A high number of forbidden words are typical for regular behaviour, while in highly
complex time series, only very few forbidden words are found.

3 Results

There were no major differences among the two groups preoperatively. At 24h after
surgery, both groups showed a comparable depression of HRV and BRS. One week
after surgery, however, marked differences were present: SDNN 15+/-6 (MV) vs. 42+/-
33 (AV); p<0.001 (Fig. 1).

Fig. 2: HRV-sdNN, heart rate variability - standard deviation of beat to beat intervals

Similar kinetics were found for the High- and Low-Frequency components of HRV
(HF 0.01+/-0.02 (MV) vs. 0.38+/- 0.64 (AV); p<0.02 (Fig. 3)).

Regarding the nonlinear parameters, there was a significant depression present al-
ready 24h after surgery with mitral patients more suppressed than aortic patients, these
alterations being even more distinct after one week (Fig. 3).

The baroreflex was impacted in a similar way for both the number and strength of
regulations (BRS bradycardic) 4.5+/-1.2 (MV) vs. 7.3+/-2.7 (AV); p<0.001 (Fig. 5).

For the tachcardic part of the baroreflex, however, the differences among aortic and
mitral patients failed significance after one week (p<0.08, data not shown).
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(a) high frequency (indicator for parasympa-
thetic regulation)fig2

(b) low frequency (indicator for sympathetic
regulation)fig3

Fig. 3: HRV, high frequency (HF) and low frequency (LF)

Fig. 4: HRV, Shannon-entropy

(a) BRS, strength of bradycardic regulations-
fig5

(b) BRS, number of bradycardic regulations-
fig6

Fig. 5: BRS, Baroreflex Sensivity
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4 Discussion and conclusions

The last decade witnessed a strong increase in basic knowledge of the cardiovascular
autonomic system. However, as far as alterations in the cardiac patient and in patients
undergoing open heart surgery are concerned, we are still at the very start.

Meanwhile it is well known, that cardiac surgery leads to an early depression of au-
tonomic function, and that there is potential for recovery after a certain time frame. The
mechanisms for both phenomena are quite unclear, so the aim of the present study was
to shed light on the precise role of direct surgical trauma. In contrast to earlier studies,
where different preoperative conditions and different surgical procedures were mixed
up, we focussed on patients with isolated aortic valve disease and isolated mitral valve
disease, thus excluding the well known influences of atherosclerosis on cardiovascular
autonomic function. On the other hand, the operative procedures done in these patients
offer two entirely distinct entities of surgical trauma: while for aortic valve replacement
the heart is left more or less untouched and the valve is approached by an incision in
the anterior aspect of the ascending aorta only, in mitral valve operations, both the caval
veins are extensively dissected, and the heart is opened by an incision right posterior to
the interatrial groove, where an abundance of autonomic nerve endings are supposed to
be.

The similar depression in both groups observed at 24h may reflect the effects of
standardized anesthesia and perioperative treatment being comparable in all patients.
While AV-patients showed a clear tendency to recover after one week, no recovery was
recorded in MV-patients. In our opinion, this is a strong indicator of higher surgical
trauma to AN, if the atria are dissected. Recovery of autonomic fibres is possible, even
in heart transplant patients, as described earlier, so the next step will be investigating
time and frequency parameters and baroreflex sensivity after six months to give evi-
dence of the hypothesis of direct surgical trauma.

Summarizing, we were able to demonstrate for the first time, that direct surgical
trauma can be one of the major mechanisms leading to depression of cardiovascular
autonomic function. The diversity of results in earlier studies may be caused by the
case-mix of patients, comprising different initial conditions as well as different extents
of trauma.
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Abstract. A chronically high blood pressure (BP) may lead to arteriosclerosis
and consequently is a risk factor for apoplectic stroke and cardiac infarction –
the main death causes in industrial countries. Hence, blood pressure recently has
become one of the most relevant parameters for the assessment of a patients’
health status. For the purpose of a continuous monitoring of cardiovascular pa-
tients, we have investigated a non-invasive and continuous (beat-by-beat) blood
pressure estimation model, which is not based on the occlusion of arteries (like
i.e. the auscultatory or the oscillometric method), but on the so called pulse tran-
sit time (PTT). In two studies, on the one hand we have evaluated the assumed
linear relationship between pulse transit time and blood pressure and on the other
hand we have examined the correlation between heart-rate and pulse transit time
respectively the influence of the measuring arm position on the measured PTT.

1 Introduction

Blood pressure (BP) measurements have become one of the most relevant and cost ef-
fective methods for the assessment of a patients’ health status. Since a chronically high
BP may lead to arteriosclerosis and consequently is a risk factor for apoplectic stroke
and cardiac infarction – the main death causes in industrial countries – a continuous
monitoring of cardiovascular patients is highly recommended. Besides conventional
techniques (like i.e. the auscultatory or the oscillometric method), another continu-
ous and non-invasive, model-based approach to determine blood pressure values exists,
which is not based on the occlusion of arteries but on the so called pulse wave transit
time (PTT) [1]. A pulse wave in this context is defined as a pulse pressure wave, which
is caused by the contraction of the heart and which is propagating through the vascular
system from the heart to the periphery. Due to the vascular systems’ properties (arterial
diameter, vascular wall elasticity, blood viscosity and damping) there is a strong depen-
dency between the transit time of the pulse wave (from the heart to a peripheral site) and
its pressure, which is the arterial blood pressure (BP). The PTT is calculated as the tem-
poral difference between the R-peak in an electrocardiogram (ECG) and the front slope
of the following pulse wave measured by a finger photoplethysmograph (PPG) (see fig-
ure 42). In this way, one is able to form a beat-by-beat blood pressure estimation on the
basis of pulse wave transit time.
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To evaluate the approach and the correlation between PTT and BP (which is as-
sumed linear by many publications [2, 3, 4]), and to investigate the influence of ad-
ditional parameters (in this case heart-rate and the vertical arm-position wearing the
finger PPG in relation to the heart), two separate studies [5] have been carried out.

Fig. 1: The definition of pulse wave transit time

2 Evaluation of PTT/BP Model

The purpose of the first study, with 15 healthy volunteers (10 males and 5 females of
ages 23 – 56), was to evaluate the assumed linear PTT/BP model.

Here, the test subjects’ blood pressure (and so the pulse wave transit time) was
steadily altered by an ergometric exercise of about one hour. During this time, the PTT
as well as the corresponding reference BP were measured every 1 – 2 minutes. For the
calculation of the beat-by-beat transit times an ECG with a sampling frequency (fs) of 1
kHz and a finger PPG with fs = 200 Hz synchronously were recorded. The correspond-
ing reference blood pressure was measured with an auscultatory cuff. Furthermore, the
ECG signal served as the source for heart rate (HR) calculation.

3 Examination of PPG-Position/PTT Relationship

The purpose of the second study, with six healthy male volunteers (of ages 26 – 31),
was to investigate the relationship between the vertical position (relative to the heart)
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of the arm wearing the finger PPG and the pulse wave transit time. For gravity reasons,
the mentioned position has a significant impact on the PTT.

Here, the test subjects have changed the finger PPG sensors’ vertical position every
two minutes by raising the according arm (which was the left) from “beneath heart-
level” (arm down) to “heart-level” to “above heart-level” (arm up). For every arm-level
the PTT was determined by averaging the corresponding recorded transit times. The
calculation of the pulse transit times was realized as explained above.

4 Results of Measurements

In our first study, we have observed a strong correlation between PTT and systolic
blood pressure with a mean correlation coefficient of r = 0.83 (range: 0.61 – 0.98).
In comparison, the correlation between PTT and diastolic blood pressure with mean
r = 0.36 (range: 0.01 – 0.53) was rather weak (see figure 42). The blood pressure
estimation error standard deviation in our study was in the interval 5.8 – 8.3 mmHg for
systolic BP and in 5.9 – 6.7 mmHg for diastolic BP. Besides, there was also a very strong
correlation between heart-rate and pulse transit time with mean r = 0.95 (range: 0.92
– 0.96). In our second study, as expected we have observed very significant differences
in pulse transit time at different finger PPG sensor positions (see figure 42). There was
a mean PTT difference (i) of 25 ms (STD: 17 ms) between “heart-level” and “beneath
heart-level” and (ii) of 85 ms (STD: 53 ms) between “heart-level” and “above heart-
level”.

Fig. 2: Correlation between PTT and systolic BP (above) / diastolic BP (below)

5 Discussion

In our investigations the correlation between pulse transit time and (at least) systolic
blood pressure could be confirmed. So, with respect to a certain error (5.8 – 8.3 mmHg)
the linear model turned out to be an appropriate estimator for systolic BP.
To improve accuracy and reliability of the method, heart-rate has to be integrated in
future model developments, since next to the PTT it was proved high correlation to the
systolic blood pressure.
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Fig. 3: PTT at different arm-levels: “heart-level (HL)” (left); “beneath HL” (middle); “above HL”
(right)

In order to avoid severe blood pressure estimation errors, it is recommended to detect or
better compensate PTT changes caused by a vertical finger PPG sensor displacement,
because gravity effects in this case falsify the quantitative relationship between PTT
and BP.
Due to the small number of subjects these results are preliminary and have to be con-
firmed by studies with representative number of persons or even patients. To achieve
the reliability and accuracy in blood pressure estimation sufficient for medical use ad-
ditional studies have to be conducted. Especially the variance of blood pressure values
over days and weeks for one person, the variance within day profiles, sex and age spe-
cialities and the influence of drug delivery should be subject to investigations.
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Abstract. In this contribution we present an automatic method to extract quasi-
synchronous views from a sequence of monoplane rotational coronary angiograms.
Based on the work of Blondel et al. we build the image of horizontal integrals,
which contains information about the vertical motion of the coronary tree. The
maxima of this motion correspond to end-distole states. We extract a curve of ver-
tical motion and perform a spectral analysis to extract local maxima. We perform
a spatial analysis to detect irregularities in the cardiac cycle, in order to extract
just the regular views. Finally we present experiments on several angiographic
sequences and compare the results to available electrocardiogram (ECG-) signal.

1 Introduction

3D centerline reconstruction of coronary vessels from rotational angiography sequences
mostly involves ECG-data to detect synchronous views [1,2]. Of interest are the end-
diastolic states, since the heart has the minimal motion in this state. Several problems
arise with the usage of ECG data: Firstly, the assignment of heart states from the ECG-
signal is not an easy task and can be unprecise. Secondly, examined patients can have
coronary diseases therefore the ECG-data is misleading. Thirdly, the next generation of
C-arms does not offer the triggering with this signal. Finally there is a delay between
the electrical state observed in the ECG-signal and the mechanical state observed in the
angiograms [3]. Therefore, there is a need to develop methods for automatic extraction
of mechanically synchronous views directly from the image sequence.

Based on the idea of Blondel [3], synchronous views can be extracted from a ro-
tational monoplane angiographic sequence by analyzing the curve of vertical motion
(CVM). Each image is preprocessed to enhance only the vessels. The horizontal inte-
grals are then computed: For each row the sum over all columns is calculated. This
integration marginalizes the horizontal motion and captures the vertical one. All these
vectors (for each frame) are concatenated to get an image of horizontal integrals. The
end-diastolic views are the maxima of the motion observed. To extract them a reference
frame should be specified and the distances between the horizontal integrals of the ref-
erence image and the rest of the sequence are computed to get a one-dimensional CVM.
Synchronous views are determined by computing the periode using the auto-correlation
function of the curve. This method assumes a preprocessing, which completely elimi-
nates the background and just preserves the vessels. It also assumes a certain regularity
in the cardiac cycle and depends on the chosen reference image. In this contribution we
present a new method, which try to overcome these limitations.



43

2 Method

We preprocess a whole sequence with an operator that enhances the vessels and re-
duces the background [4]. Scales that enhance especially big vessels are used. Those
are mostly located at the beginning of the coronary tree and are bound in their motion.
We build the image of horizontal integrals as described in [3]. The CVM is approxi-
mated by the curve of maxima along each column (red curve). Figure 1 visualizes these
steps.

Fig. 1: From left to right: original image. Preprocessed image. The image of horizontal integrals.

Spectral Smoothing: The CVM is denoted by a set of points v = v0, · · · , vN−1 of
length N , the number of frames in the sequence used to compute the image of horizontal
integrals. This is a finite discrete signal, which is mostly corrupted by noise and irreg-
ularities. Performing a Fourier transform would only deliver useful information if the
signal is periodic or regular. Computing the power spectral density requires stationarity
of the signal. Those are in most sequences not available. So we propose to perform a
local spectral analysis using the short time Fourier transform (STFT). We aim to trans-
form the signal v into a smoother one, having similar developing and preserving the
maxima. The (finite) STFT can identify not only the frequency content of a signal, but
also how that content evolves over time:

FSTFT(n, k) =
T−1∑
τ=0

vτγ∗τ−nexp
(
−j

2π

T
kτ

)
, k = 0, · · · , T − 1, (1)

where γ∗n is the complex conjugate of a window function, having a short time duration,
T represents some power of two containing the product of the signal and the window
function which is zero-padded to the desired length T . Since we are dealing with a
pseudo-sinusoidal noisy signal we propose to take the dominant periode of the signal
as the width of the window W = PD , where PD = N

|kmax| and kmax is the index
of frequency of highest amplitude among the Fourier coefficients of the Fourier trans-
formed signal v. This choice has the advantage that we are able at some locations (at
maxima) to recover a stationary signal with a complete single dominant periode of the
original signal. Several typical window functions, that approximate the ideal but infinite
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Gaussian window, can be used. By applying a moderate one like the Hann window at
position vi we smooth the signal around vi until vanishing at borders while preserving
the value at vi. At each position vi the area under the square of the magnitude of this
local product can be considered as a measure for the local variation at vi. According
to the Parseval’s theorem [5] this area is equal to the area under the energy spectral
density curve, that is E(i) =

∑N
k=1 |FSTFT(i, k)|2. We recover thus from the STFT-

spectrogram a 1D-curve: the curve of local energy (CLE green in fig. 1). the CLE is
smoother, more robust to noise and outliers and coincide with the original signal in the
maxima.
Automatic Detection of Irregularities: This is a two-step approach. First the extrema
of the input signal are extracted, by looking for points where the first order derivative
vanishes. The first derivative disappears if its values are less or equal to the thresh-
old Tderiv . The set of candidates is filtered to thin valleys of extrema and to through
away points which are not consecutive minimum-maximum-minimum or maximum-
minimum-maximum triplets. Second spatial features are computed and compared to de-
cide for the regularity of the maxima. The ascending and descending double-amplitudes
as well as the left and right half-periodes are computed for each triplet of extrema. Only
extrema whose left and right values of periode and amplitude do not deviate a lot from
the dominant periode and dominant amplitude are considered as regular. Four thresh-
olds (TAlow/up for the amplitude, TPlow/up for the periode) have to be set to tune the
sensitivity to this deviations.

3 Validation and Discussion

We applied the method on eight monoplane rotational angiographic sequences acquired
using a Siemens AXIOM Artis system over an angular range of ca. 200◦. Four of them
visualize the left coronary artery tree (LCT), the rest show the right tree (RCT). For
all sequences the ECG-table was available as a relative percentage for each view of the
cardiac cycle measured between two subsequent R peaks. We applied our method once
on the CVM (Tderiv = 0) and once on the CLE (Tderiv = 0.01) setting T = 256,
TAlow = TPlow = 0.25 and TAup = TPup = 0.75. The resulting curves are shown in
fig. 2 and fig. 3. Due to the smoothing of the energy-curve, we additionalyy adjusted
the extracted maxima by looking in the original signal within a window of 5 bothsides
around the detected maxima.

We inspected the sequences visually and extracted manually end-diastole views
from the ECG-table. These are views which show the vessels completely filled before
starting contraction. We chosed one reference image having this property and deter-
mined the views having nearest ECG-states to its state. These states are rarely the same
due to the different frequencies of acquisition and heart beat. For each sequences we
got six to seven ECG-states, which represent the ground truth. In order to quantitatively
judge the method, we classifed the results to maxima that were detected and do corre-
spond to an end-diastole state (F1). We tolerated hierby once one view and once two
views of deviation. Maxima that were automatically detected but do not coorespond to
end-diatole are false positive (F2). End-diatole views, which were not detected automat-
ically represent the false negative (F3). Two sequences with RCT were not considered
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Fig. 2: Resulting maxima-CVM (continuousline) and CLE (dotted); automatically extracted max-
ima for seq. with LCT

Fig. 3: Same caption as fig. 2 for seq. with RCT
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in the statistics, since signals were very corrupted. Table 1 summarizes the statistics for
all sequences.

Four seq. with LCT (25 ECG-states) Two seq. with RCT (13 ECG-states)
Tolerance original local enery adjusted maxima local energy adjusted

F1 1 view 20 % 36 % 48 % 23.08 % 15.38 % 30.77 %
2 views 24 % 48 % 68 % 30.77 % 30.77 % 30.77 %

F2 1 view 12 % 36 % 24 % 7.69 % 30.77 % 15.38 %
2 views 8 % 24 % 4 % 0 % 15.38 % 15.38 %

F3 1/2 views 68 % 28 % 28 % 69,23 % 53.85 % 53.85 %
Table 1: Evaluation of automatic extraction of quasi-synchronous states in all considered se-
quences

Discussion: The curve of maxima is mostly very noisy and show many local maxima,
valleys of maxima and discontinuities. The local energy transform operates like an over-
all smoothing, which -in several cases- avoids falling into local maxima. Most of time,
more end-diastole states were correctly detected based on the local-energy curve (ta-
ble 1, F1). Nevertheless the adjustment to the original signal revealed as advantageous,
especially when allowing a deviation of two-views. Indeed up to 68% were then cor-
rectly detected ((table 1, F2). This tendency is better observed in sequences with LCT.
Problems with the RCT can be explained by by the fact that the RCT moves rather
horizontally, or their vertical motion overlap with C-arm rotation. Both cases hamper
the detection of maxima. It has to be checked with an expert, whether this could be a
pathological behavior. In general the more regular a signal is, the better is the automatic
extraction. The detection of irregularities sometimes discards states, which are at end-
diastole according to the ECG-signal. This occur either at the beginning and the end of
an energy curve (correspond to half of the window size of STFT), or where there is an
irregularity in fact. We believe that discarding irregularities is eventhough advantageous
for further processing.

Future work will concentrate on a better extraction of a starting curve, e.g by con-
sidering continuous maxima. Furthermore the deviation from the correct end-diastole
state by one or two views has to be investigated wrt. 3D Model reconstruction.
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University of Erlangen-Nuremberg,
Institute of Pattern Recognition (Informatik 5),

Martensstraße 3, 91058 Erlangen, Germany
hoenig@informatik.uni-erlangen.de

Abstract. This study presents a new approach to feature extraction for real-time
classification of physiological signals. By using multiple resolutions for the anal-
ysis of the signal, the stability of large analysis windows is combined with the
capability of small windows to reflect quick changes. A large number of generic
features is extracted from each signal for each resolution. These are calculated
recursively for each sample which makes them very efficient in terms of compu-
tation time; a version with low memory requirements is also provided. A labelled
dataset is utilised to convert the generic features into task- and signal-specific
features by means of a data-driven transform. The performance of the approach
is evaluated on a database containing different stress levels collected in a simu-
lated driving context. A recognition date of 89.8 % is achieved for online, user-
independent classification of stress.

Key words: Biosignals, Recursive Calculation, Online Stress Recognition

1 Introduction

Research on Human-Computer-Interaction has recently turned a strong focus on the af-
fective state of the user. Knowledge of this affective user state could lead to more pleas-
ant, safer and more effective user interfaces [1]. For example, an in-car infotainment
system as the one developed in the SmartWeb [2] project could respond to a stressed
user state by retaining non-vital information in order not to further increase the user’s
cognitive load.

Affective states are known to have bodily correlates, which can be measured with
suitable sensors. Most of the resulting physiological signals, e.g. skin conductivity or
heart rate, are not under voluntary control and hence not subject to masking like e.g.
speech and gesture. Physiological signals are therefore a valuable source of informa-
tion for affective user state. Several studies have shown the feasibility of recognising
affective states using physiological signals [3] [4].

? This work was funded by the EC within HUMAINE (IST-2002-507422) and by the German
Federal Ministry of Education and Research (BMBF) within SmartWeb (Grant 01 IMD 01 F).
The responsibility for the content lies with the authors.
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2 Physiological Signal Processing

A number of problems arise when trying to recognise the affective user state with phys-
iological signals. First, there is a large intra- and interpersonal variability of the signals.
For a reliable classification, it seems therefore advisable to use large analysis windows
in order to smooth out some of the variability. Another difficulty are artefacts in the
physiological signals produced by motion, pressure, etc. which can render a signal use-
less for whole passages. Signal analysis and classification should therefore be able to
cope with a dynamically varying number of input channels. For many conceivable ap-
plications of user state classification, at least a near real-time capability is required. On
the one hand, this means that the feature extraction must be fast enough for a high clas-
sification frequency (i. e. small analysis step size) also for the above-mentioned large
analysis windows; on the other hand it means that large analysis windows alone do not
suffice because they can hardly provide the information necessary for a quickly reacting
classification system.

Our approach seeks to address these issues. It is assumed that some detection algo-
rithm for pronounced artefacts is available that marks passages in each signal which are
probably corrupted as unusable. Furthermore, we discuss the case of online classifica-
tion which means that all analysis windows are causal, i. e. using only samples from the
past.

For the present study, six physiological signals are used: electrocardiogram (ECG),
electromyogram measured at the neck (EMG), skin conductivity between index and
middle finger (SC), skin temperature at the little finger (Temp), blood volume pulse at
the ring finger (BVP) and abdominal respiration (Resp). Before computing the features,
four additional signals are derived from the actually recorded signals: The heart rate ac-
quired from the ECG channel (HR-ECG) and from the BVP channel (HR-BVP), the lag
between ECG and BVP (Lag), which can be regarded as a surrogate parameter of the
systolic blood pressure, and the respiration rate (Resp-rate). This has the considerable
advantage that no signal-specific algorithms have to be included into the feature ex-
traction. Furthermore, is makes sense to treat these parameters separately with respect
to artefact detection. For example, if the heart rate computed from the BVP cannot be
used, there might still be useful information in the raw BVP signal.

3 Feature Extraction and Classification

In order to deal with a variable number of input channels, feature extraction is per-
formed separately for each signal. First, it is decided whether the signal is corrupted.
Currently, this artefact detection is only a simple rule disqualifying signals with un-
plugged sensors or physically implausible values for the derived signals. Then, multi-
ple analysis windows of different length (1, 5, 20 and 60 seconds) are extracted. Signals
containing a sample marked as corrupted in any of the analysis windows are excluded
from further processing for the current point in time. This multi-resolution approach
aims at combining the stability of large analysis windows and the capability of small
windows to reflect quick changes which is needed for real-time classification.

No attempt was made to design special features for each of the recorded and de-
rived signals or the different window lengths. Instead, a large number of multi-purpose
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features like mean, standard deviation or slope is extracted from each of these analy-
sis windows. A labelled dataset is then utilised to create features specialised to the set
of states to be recognised and signal at hand by means of a data-driven transform, the
Fisher linear discriminant analysis (LDA): the generic features from all analysis win-
dows of a signal are stacked into a single feature vector which is then projected into a
lower-dimensional space.

Two different feature sets are provided. The moving features are computed recur-
sively for each new sample and thus have a constant computational complexity with re-
spect to the length and step size of the analysis windows. A ring-buffer is used to store
the necessary sample history. In effect, these features can be computed very quickly
even for the large required window sizes and are well-suited for a possible imple-
mentation on limited hardware. The recursive calculation is illustrated by the update
rule for the mean value µn of a window containing w samples at the n-th sample xn:
µn = µn−1 − xn−w/w + xn/w. If floating point numbers are used, and unless w is
small, errors due the numerical instability of adding and subtracting small values ac-
cumulate and render the result useless with time. This can be solved by periodically
providing a mean value calculated anew; substituting the recursively calculated value
every w samples results in a reasonable degree of numerical stability and only increases
the computational effort by a constant factor of about 2. With similar techniques, also
mean values as would result from a triangle- and bell-shaped window can be computed
recursively, e. g. µtri

n = µtri
n−1 − mn−w1/w1 + mn/w1,mn = mn−1 − xn−w2/w2 +

xn/w2, w1 = bw/2c, w2 = w−w1. Further recursively computed features are e. g. the
slope of the regression line, a smoothed derivative, energy, variance, mean absolute or
squared rise, fall and change and approximations of minimum, maximum, median and
the amplitude. The variance σ2

n = en − µ2
n, en = en−1 − x2

n−w/w + x2
n/w is given as

another example. Furthermore, the square, the square root or the absolute value of the
computed features is added where applicable, e. g. the absolute value of the slope or the
square root of the variance, yielding the standard deviation. In total, 50 moving features
are calculated for each analysis window.

The sliding features drop the need for a sample history, resulting in a memory
requirement independent of the window length. This is favourable for a possible im-
plementation on hardware with small memory. The recursive calculation is illustrated
by the update rule for the sliding mean µα,n with a parameter α < 1: µα,n = α ·
µα,n−1 + (1 − α) · xn = (1 − α)

∑∞
i=0 αixn−i, i. e. µα,n is the mean value of the

signal multiplied with an exponentially decaying window function. The parameter α
determines how quickly the window function approaches zero. The standard deviation
is used to characterise this by assigning a nominal window length w = 2

√
3/(1 − α)

which is the length of a rectangular window that has the same standard deviation as
the exponential window. This rectangular window contains approx. 97 % of the mass
of the exponential window. Depending on the desired length of the analysis window,
α is computed from the nominal window length. Due to the fact that the window
function never actually reaches zero, large outlier values of a signal can corrupt the
mean value for a long time. Therefore, µα,n is periodically substituted by a value
that would result if the exponentially decaying window function was set to zero af-
ter 99 % of its mass. Again, the computational effort is only increased by a constant
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factor of about 2. With similar techniques, “sliding” equivalents of most of the moving
features can be calculated, e.g. the mean value over a decaying bell-shaped window,
µbell

α,n = (a − 1)2/(ε(1 − a − ε)) · µα+ε,n − (1 − a)/ε · µα,n, and a sliding smoothed
derivative, δα,n = (α−1)3/(2/ε2) · (µα,n−2µα+ε,n +µα+2ε,n) with ε → 0 (for prac-
tical purposes, ε = (1.0 − α)/100 suffices). In total, 44 sliding features are calculated
for each analysis window.

The final feature vectors of each valid signal resulting from the LDA transformation
of the generic features are scored with a Gaussian Mixture Model consisting of 10
mixture components. The resulting probabilities are, assuming statistical independence
between the different physiological signals, combined by multiplication, yielding a final
score for each class.

4 Experiments and Results

We evaluate our approach on the DRIVAWORK (Driving under Varying Workload) database
which contains audio, video and physiological recordings of different stress levels in a
simulated driving context. The six above-mentioned physiological signals have been
digitised at 256/2048 Hz with the Mind Media NeXus-10 device. Relaxed and stressed
states are elicited by giving the participant different tasks; subjective and objective mea-
sures support the effectiveness of this approach. The structured design of the experiment
can be used to obtain a preliminary “ground truth”; a fine-grained manual annotation of
the perceived stress level is currently being conducted. The database contains record-
ings of 24 participants and amounts to 15 hours or 1.1 GB of physiological data alone.

We investigate the task of user-independent, online classification of a relaxed or
stressed user state using a subset of the Drivawork dataset: due to the fact that the ac-
tual user state is unknown, the classification accuracy is only evaluated during the most
unambiguous segments. For those 3.4 hours, it is assumed that the affective state of
the person is the one intended by the experimental design. Classification is done with a
frequency of 1 Hz, so the number of used feature vectors is about 15600. Note that the
chosen online classification task is more difficult than the task of discriminating previ-
ously defined, relatively large segments in an offline manner as studied e. g. in [4] in
the following sense: the context of 60 seconds available to the classification module is
relatively small, in addition, it is only taken from the past. So, a considerable fraction
(28 %) of the feature vectors is computed from intervals that are not completely con-
tained within the unambiguous segments. However, the task is still artificially simplified
by the fact that the studied segments are well separated.

All evaluations are done using person-independent 10-fold cross validation, i. e. each
pair of train and test set is disjoint with respect to the participants. The class-wise av-
eraged recognition rates are reported. Table 1 lists the results obtained using different
input features, for the individual signals as well as for the combination of all signals.
Using the moving features from a single analysis window of length 60 seconds, recog-
nition rates between 48.5 % (Resp-rate) and 80.5 % (ECG) were obtained for the single
signals. The combination of all signals yielded an accuracy of 88.1 %. Using the multi-
resolution approach with the four analysis windows of 1, 5, 20 and 60 seconds length
(i. e. a total of 200 generic features) was better than using only the single window of
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Table 1: Class-wise averaged recognition rates in % for recognising stress using single channels
or the combination of all signals. For feature extraction, either one analysis window of length 60
seconds (“single”) or multiple windows of length 1, 5, 20 and 60 seconds (“multi”) are used. The
used feature set per analysis window is either the moving or sliding set or both (“All”).

Features ECG EMG SC Temp BVP Resp
HR-
ECG

HR-
BVP Lag

Resp-
rate Comb.

Moving single 80.5 67.4 64.7 77.1 76.3 75.6 66.3 68.9 54.3 48.5 88.1
Moving multi 83.8 67.6 71.4 76.0 79.5 77.5 68.2 69.6 54.7 49.1 89.8
Sliding single 80.9 73.0 72.4 76.4 77.7 79.5 67.8 68.7 54.7 50.5 89.6
Sliding multi 84.2 71.3 75.2 76.9 78.4 79.8 67.6 68.7 55.9 50.6 89.5

All multi 84.3 72.6 75.0 77.3 78.7 80.1 67.7 69.5 56.0 49.2 88.8

60 seconds in all but one case. Again, ECG was the best single channel with 83.8 %
recognition rate. For the combination of all signals, 89.8 % resulted in this case. The
sliding feature behaved similarly; however, the gain from the multi-resolution approach
is not so marked. For the combination even a slight decrease from 89.6 % to 89.5%
was observed. Combining moving and sliding features (i e. using a total of 376 generic
features) gave an additional gain only in some cases, but not for the combination. Simu-
lating user adaption by normalising the mean and variance of all features per participant
(before estimating the LDA transform), the best recognition rate was obtained for the
moving features from multiple resolutions. Here, an accuracy of 96.0 % resulted (not
contained in the table).

5 Conclusion

This study presents a unified and efficient approach to feature extraction and classifica-
tion for physiological signals. No signal- or task-specific knowledge is used to define
the features; instead, a labelled dataset is utilised by means of a data-driven transform
to convert a large number of generic features into specialised features. The approach is
evaluated on the task of online, person-independent classification of relax vs. stress. The
results of up to 89.8 % are quite satisfactory and prove that the approach works well.
Further research will be devoted to the evaluation of the real-time capability of the sys-
tem in terms of a reaction speed to user state transitions. It is expected that the multiple
analysis windows will be especially useful in this respect. Further studies will inves-
tigate a sophisticated artefact detection, recursively calculated spectral features and an
un-supervised adaption to the user.
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Abstract. Early prediction of Pre-eclampsia (PE), a serious pregnancy compli-
cation, is still insufficient in clinical practice. We applied parameters of heart rate
and blood pressure variability to detect cardiovascular alterations in order to pre-
dict PE.

1 Introduction

PE, a serious pregnancy-specific disorder characterized by proteinuria and hyperten-
sion after the 20th week of gestation, is still the main cause of maternal and neonatal
morbidity and mortality. It occurs in 3-5% of all pregnancies. As the etiology and patho-
genetic factors underlying this complication of pregnancy are still unknown, early risk
assessment by Doppler sonography is to improve clinical management and outcome.
However, the positive predictive value of Doppler sonography is limited to approxi-
mately 30%, as only part of women with disturbed uterine perfusion develop one of
the complications of pregnancy, such as PE, pregnancy-induced hypertension (PIH), or
intrauterine growth retardation (IUGR) [1]. Analyses of heart rate (HRV) and blood
pressure variability (BPV), and baroreflex sensitivity (BRS), have become powerful
techniques for assessing autonomic control in cardiovascular diseases [2, 3]. We con-
sidered the possibility of a combination of this technique with Doppler sonography
being able to improve the prediction of PE.

2 Patients and Methods

The study includes 58 patients with abnormal uterine perfusion (AUP) examined con-
secutively and 44 normal pregnancies recruited in parallel who underwent Doppler
sonography in the second trimester of pregnancy (median 21 weeks, range 18- 22
weeks). All pregnancies were singleton. At the time of examination, the women were
healthy, normotensive, without clinical signs of cervical incompetence, and on no medi-
cation. After Doppler examination, all women underwent noninvasive continuous blood
pressure monitoring via finger cuff (100 Hz, Portapres device Mod. 2, BMI-TNO, NL)
for analysis of HRV, BPV, and BRS. The parameters of time domain and frequency
domain were calculated to HRV task force standards and adapted to BPV [3, 4]. To
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analyze heart rate and blood pressure interactions, we calculated BRS by the Dual Se-
quence Method [4]. Outcome measures of the study were PE, pregnancy- induced hy-
pertension (PIH) and / or intrauterine growth retardation (IUGR). The Mann- Whitney
U test was performed to group differences in variability parameters. Forward stepwise
discriminant analysis with a maximum of 3 parameters was used to estimate the group
classification rates.

3 Results

Fifty-eight out of 102 pregnancies were characterized by abnormal uterine perfusion
around the 20th week of pregnancy.

Parameter PE NoPE p
MeanNN 743.2±125.7 763.6±120.3 n.s.
MeanSBP 129.2±12.8 122.1±17.0 n.s.
MeanDBP 73.2±9.4 67.4±10.9 n.s.

DBP1 8.3±4.5 5.16±1.8 <0.005
BRS1 2.6±0.8 1.8±0.8 <0.001
HRV1 0.44±0.09 0.36±0.13 <0.016

Table 1: Statistical summary of intergroup calculations Preeclampsia Risk (PE) vs. no Preeclamp-
sia Risk (NoPE). MeanNN: Mean value of heart rate, MeanSBP: mean systolic blood pres-
sure, MeanDBP: mean diastolic blood pressure, DBP1: (HF-dBP) high frequency in dias-
tolic blood pressure; BRS1 (tachy4 − 6)thenumberoftachycardicBRSinarangeof4 −
6ms/mmHg; HRV 1(V LFn) : normalizedverylowfrequency.

While age, systolic and diastolic blood pressures, as well as heart rate were not al-
tered, this group delivered significantly earlier, and the neonates were characterized by
lower birth weight. Sixteen of the 58 AUP pregnancies developed PE, while none of
the 44 women with normal uterine perfusion developed any kind of hypertensive dis-
order. We combined the analysis of uterine perfusion and the variability and baroreflex
parameters (see Table 1). In the group of abnormal uterine perfusion, three parameters
achieved a sensitivity of 93.7%, a specificity of 85.7%, and improved PPA to 71.4%
with a negative predictive accuracy (NPA) of 97.3%. It is important to note that the
combination of other parameters did not reach a higher PPA. In Fig. 1 an example of
cardiovascular alterations during the course of pregnancy is demonstrated.

4 Discussion

Many attempts have been made to develop a simple clinically feasible test for early pre-
diction of PE. However, previous studies using one-stage or two-stage Doppler sonog-
raphy alone or combined with humoral or endothelial parameters achieved neither suf-
ficient sensitivity nor positive predictive value or were costly or invasive. Although
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Fig. 1: Alteration in high frequency range of diastolic blood pressure (HF-DBP) during the course
of the gestation (week of gestation, WoG) in pregnant women with PE risk (PE) vs. with no PE
Risk (NoPE)

HRV and BPV as well as BRS parameters were initially developed for risk stratifica-
tion in cardiology, the field of clinical applications has broadened in recent years, and
these parameters of autonomic cardiovascular control are also influenced in hyperten-
sive pregnancy disorders. Therefore, we tried the hypothesis whether this method would
be applicable in predicting PE, as PE-associated endothelial dysfunction was recog-
nized by these parameters early on. In combination with Doppler sonography of uterine
arteries, our method achieves the highest predictive level of all non-invasive trials pub-
lished. Especially the high positive predictive accuracy of 71.4% attests to the clinical
relevance of combining Doppler analysis and beat-to-beat dynamics. In clinical practise
our main approach is therefore aimed to identify pregnant women who will develop PE.
The great negative accuracy allows also excluding women at risk. This is all the more
important as our approach of concurrent measurement of uterine perfusion and variabil-
ity parameters is a feasible, inexpensive, non-invasive one-stop clinical assessment in
the second trimester. Follow-up studies must be conducted evaluate prospectively the
power of the test. Our data imply early pathophysiological alterations at a time point
(20th WoG) where pregnancies with later PE are clinically healthy. Thus, e.g. the in-
crease in diastolic high frequency, which is modulated by respiratory sinus arrhythmia,
may reflect early pathological arterial stiffness. This leads to the undamped respiration-
induced pulse wave oscillations detected by our method. This is congruent with the
hypothesis that patients later developing PE are characterized by early pathological
modifications in vessel behaviour. In summary, currently the most precise prediction of
PE by concurrent measurement of uterine perfusion and calculation of cardiovascular
beat-to-beat parameters in the second trimester may further an early therapeutic strategy
to reduce upcoming pathophysiological characteristics of the disease and, consequently,
prevent complications which would result in high morbidity and mortality rates [5].
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Imaging of Biomechanics of Heart Movements by Using
Multichannel System for Precardiac Rheography
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Abstract. There are a lot of invasive and noninvasive methods to determine
the cardiovascular system’s functioning parameters. One of these is a precar-
diac rheography method (preRCG). Waveform obtained by using the precardiac
rheography method depends on electrode system localization. This feature allows
to determine heart boundary and to perform real-time analysis of biomechanical
heart parameters.
Keywords— Precardiac rheocardiography, impedance monitoring, real-time
measurements

1 Introduction

For at least ten years developed countries have been expressing an interest in tools for
non-invasive monitoring of pumping ability of the heart. One of these tools is a transtho-
racic rheography method. It is based on the impedance measurement which is caused
by changes in blood volume of the body segment. In order to increase the determina-
tion cardiovascular system’s functioning parameters we can place electrode system in
the precardiac area, but for all that we have to develop algorithms and experimental
techniques. It is advisable to make use of precardiac rheography (preRCG) technique
for solving these problems. Y.T. Pushkar’ pioneered the use of this method in 1959.

The essence of this technique is that for measurement purposes 4 electrodes usually
have to be applied to the body surface. Two electrodes (usually called current elec-
trodes) are used to pass a constant alternating current with a high frequency (60 - 100
kHz) and very low amplitude (1 mA). The current is imperceptible to the patient and
does not cause any physiological reactions. The other two electrodes (usually called
measuring electrodes) are placed between the current electrodes and measure the volt-
age which is caused by the current flowing through the body segment. This voltage
corresponds to the impedance of the body segment and changes in blood volume varia-
tions. On this basis the blood flow can be measured and analyzed.

2 Precardiac rheography perspectives

In precardiac rheography method’s development it is essential to solve a number of gen-
eral theoretical and practical tasks. The following tasks are chosen among theoretical
tasks:



58

1. Interpretation of the mechanism of precardiac rheography signal’s generation
2. Requirements for electrodes positioning
3. Layered mediums modelling in order to determine geometrical and electrical char-

acteristics of each of the layers, real-time estimation of these characteristics
4. Phase analysis of precardiac signals, data acquisition for heart localization and vi-

sualization processes in the heart
5. Determination heart parameters (stroke volume, heart-rate etc.)

3 Heart’s boundary localization by using precordial signals
analysis

Realized research have shown that basic impedance increases in the area of heart pro-
jection on the thorax and decreases outside. This feature allows us to determine heart
projection on the thorax and to perform heart imaging. (Fig.1). This property allows
using imaging as tomographic technique in the precardiac area.

Fig. 1: Basic impedance distribution in the precardiac area

Heart’s boundary determination by using basic impedance values in different leads
is the primary task. It is possible to examine this task as indirect task. In the area of heart
projection on the thorax basic impedance value Zbase essentially less than in other parts
of the thorax. It is possible to choose area 10x10 cm2 on the thorax surface. Inside this
area basic impedance is less than outside it. Provided marking this area by using basic
impedance data, it is possible to determine heart projection on the thorax and estimate
it dimensions. Heart geometry it is possible to approximate by means of ellipsoid of
rotation. It is characterized by 2 parameters: big and small axles. Thus, in order to
determine heart’s boundary by using precordial signal analysis it is necessary to solve
several tasks:

1. Electrode system creation.
2. Algorithms development, which could plot heart projections images, approxima-

tion function choice.
3. Impedance imaging
4. Algorithms development, which could determine heart’s boundaries by means of

impedance distribution.
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4 Electrode system

For data

Fig. 2: Electrode system used for the heart boundary determination.

acquisition and subsequent signal analysis prefabricated electrode system is used.
Commonly employed electrode system is shown in Fig.2.

Electrode system was designed to cover full surface of thorax. At that perimeter-
mounted measuring electrodes were located between 5-th Botkin-Erb’s point and car-
diac apex. Current electrodes were perimeter-mounted too and located on the outside of
measuring electrodes.

Experiments were carried out on the volunteers (men, 22-40 years old). Waveform
obtained by using the precardiac rheography method depends on electrode system lo-
calization. This feature allows us to determine heart boundary and to perform real-time
analysis of biomechanical heart parameters. Besides, total measurable impedance con-
sists of basic impedance and pulse constituent. By using basic impedance values it is
possible to determine heart boundary. Pulse variations reflect biomechanical processes
of one of the heart sections (section of the aortic valve, sections of left or right ventricles
depending on heart arrangement) and cardiac apex.

In order to analyze pulse variations we need information about phase composition
of precardiac rheocardiograms. The electrocardiogram is used as general support signal.
Fig.3 shows several types of rheographic signals in the precardiac area.

5 Heart movements imaging

Thus, in order to obtain heart’s image it is necessary to develop multichannel system
and application for acquisition data and solving indirect task. Multichannel system in
work is shown in Fig. 4.

For heart’s movings imaging Windows-based application has been developed. Its
screen shot is show in Fig.5. Here you can see rheographic signals from 32 leads. Also
heart’s image obtained by using the impedance distribution is presented.
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Fig. 3: Precardiac rheogram signals and respective support ECG signals in different leads. Scale of
the signals is identical. a) projection of the aorta onto front wall of the thorax, b) out of projection
of the heart onto front wall of the thorax, on the left and under the clavicle, c) d) projections of
the right and left auricles respectively onto front wall of the thorax, e) f) projections of the right
and left ventricles respectively onto front wall of the thorax, g) out of the heart’s projection, on
the right side.

Fig. 4: Multichannel system for rheocardioraphy applications.
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Fig. 5: Heart’s image, obtained by multichannel system.

6 Conclusions

In this paper we took up precardiac rheography perspectives and main tasks, which we
have to solve to implement heart’s movements imaging.
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Abstract. One of the most informative approaches to human condition diagnos-
tic is the heart rhythm variability (HRV) analysis based on mathematical process-
ing of rhythmocardiograms (RCG). There are a lot of methods for mathematical
processing of rhythmocardiograms, but most of them are useful only in case of
normal sinus rhythm presence. Phase portraits analysis is one of mathematical ap-
proaches to HRV analysis, useful in case of arrhythmia presence. Phase portrait
of RCG is its representation in coordinates (RRi,RRi+1). Usually phase portrait
is approximated with simple geometrical figure, and HVR analysis is carried out
using approximating figure area. Approximating figure area describes phase por-
trait points’ deviation and is the most informative index of correlation between
current phase portrait and phase portrait, interpreted as norm.
In this study four different methods used to approximate phase portrait of RCG.
The first two approaches use ellipse as basic geometrical figure. The third ap-
proach uses parallelogram approximation and the fourth method is based on
polygon approximation. Various algorithms for polygon approximation have been
compared. “Graham scan” and “Jarvis march” have been marked out for the cur-
rent task. Area value correction algorithm has been presented.
The methods were applied to the RCG records database. It included 50 healthy
and 35 diseased (heart diseases) persons. Records were obtained in rest, 200 car-
diocircles in length. The most precise approximation was obtained with the poly-
gon approximation. Oversize effects in case of single instances of extrasystole
appearance had been analyzed, and correction algorithm was developed. RCG
record range was optimized. It was found that after first 60 cardiocircles the rate
of area rise slow down in 2 times. After 120 cardiocircles the rate of area rise
slow down more then in four times, what corresponding to the period of primary
phase portrait infill.
The RCG phase portrait approximation and its area comparison is an informative
method of human condition diagnostic, based on heart rhythm analysis. Method
of polygon approximation with correction algorithm should be the method of
choice for approximating figure area calculation. Parallelogram approximation
is effective for allocation of phase portrait linear characteristics. The minimum
length of RCG record is equal to 1 minute, and rational period is equal to 2
minutes.

1 Background

Heart Rhythm Variability (HVR) Analysis is a method for evaluation of the state of
physiological functions in human organism regulation mechanisms.
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One of the most informative approaches to human condition diagnostic is the heart
rhythm variability (HRV) analysis based on mathematical processing of rhythmocar-
diograms (RCG).

Rhythmocardiogram can be obtained by recognition and measurement time inter-
vals between R-picks (R-R intervals or cardiointervals) on electrocardiogram (ECG).
Dynamic series of cardiointervals are known as rhythmocardiograms.

There are a lot of methods for mathematical processing of RCG. Its classification is
presented on fig.1.

Figure1. Mathematical methods for biomedical signal processing

But these methods are useful only in case of normotopic rhythm presence. Normo-
topic rhythm holds the following inequality:

0, 8 < RRi/RRi+1 < 1, 2

where RRi − i-th RR-interval latency. Some researchers have an opinion that mathe-
matical methods, presented on fig.1, could be used correctly only in case of 5% non-
normotopic RR-intervals presence in ECG record.

Rhythm Phase portraits analysis is one of mathematical approaches to HRV analy-
sis, useful in case of arrhythmia presence.

One of the mathematical approaches to HVR analysis, which could be used for
non-normotoric heart rhythm analysis is RCG phase portraits (PP) analysis.

RCG phase portrait is Rhythmocardiogram’s presentation in (RRi,RRi+1) coordi-
nates, and analysis is based on PP’s geometric characteristics study. In most of cases
analysis is processed after PP approximation by simple geometric figures and analysis is
carried out using ratio of approximated and initial PP areas. Approximating figure area
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shows the dispersion of RCG PP and is the most informative index of correspondence
between current RCG PP and RCG PP, interpreted like normal.

RCG PP of normal sinus rhythm is an ellipse, elongated toward the bisector of
the first coordinate angle of PP space. The circle-like form is corresponded to absence
of non-respiratory components of arrhythmia; gaunt ellipse is corresponded to preva-
lence of non-respiratory components (non-normotopic rhythm). It was defined that clas-
sic approximation with an ellipse covers the RCG PP nonuniformly in case of non-
normotopic rhythm presence. Approximating ellipse area values appears to be too high,
and it makes impossible to create automatic HRV analysis algorithms, based on RCG
PP analysis method. In this article more effective approximation technique is offered.
This technique enables to calculate geometric characteristics of RCG PP approximating
figure for patients with non-normotopic rhythm much more precisely.

2 Methods

RCG PP approximation with ellipse is the most frequently used for PP geometric char-
acteristics interpretation. A lot of various algorithms for approximating ellipse search-
ing is known. Two simple and visual algorithms of approximating ellipse determina-
tion are presented. For the first algorithm realization the points with maximum (x1, y1)
and minimum (x0, y0) abscissa is searching. Those points define the ends of the first
axis of the ellipse. The center of the ellipse is specified as the center of the segment
{(x0, y0),(x1, y1)}. Then two points with maximum (x2, y2) and minimum (x3, y3) or-
dinate is searching. The most distant point from the center is chosen as the third point of
the ellipse. This algorithm is effective for linear characteristics of ellipse determination,
but not for area calculation. That is why the alternative ellipse construction algorithm is
offered.

The second ellipse algorithm is taking into account point’s distribution. On the first
step the coefficients of the lines y = ae1 · x + be1 and y = ae2 · x + be2 using least-
squares method is founded. The intersection of the lines gives the center of the ellipse.
The first axis is considered to be collinear to line y = ae1 · x + be1. For full including
ellipse definition, the stepping increasing of the axis algorithm is used. This method is
more precise in case of extrasystole or other artifacts presence, which form rhythmical
gathering. It is more sensitive to non-normotopic cardiointervals presence.

The algorithm of RCG PP covering parallelogram searching is reduced to parallel
segments array searching, which divide the RCG PP space to half-spaces: with and
without PP points, in different directions. Each four segments, which are parallel and
have opposite signs in pairs, form the parallelogram. Then the parallelogram with the
least area is choosing.

The algorithm of parallelogram searching is presented on fig.2. Table 1 describes
the parameters of variables in the algorithm.

Table 1

Parameters of the variables for the algorithm on fig.2
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Fig. 1: The algorithm of approximating parallelogram searching

i yi xi ∆ai y2i ∆b2i

1 ymax x|y = ymax < 0 ymin > 0

2 ymax x|y = ymax > 0 ymin > 0

3 ymin x|y = ymin < 0 ymax < 0

4 ymin x|y = ymin > 0 ymax < 0
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During the research, it was determined that in large number of experiments approxi-
mation with simplest geometric figure, because of single spikes presence, is not optimal
– more then 60% of the approximating area lacks for RCG points. And that is why those
areas is not corresponded to integral characteristic of PP useful for HRV analysis.

Error area elimination is needed to provide universal method for HRV analysis.
Convex hull approximation helps to get rid of the part of mistakes. “Jarvis march”
and “Graham scan” algorithms of polygon approximation were tested. “Graham scan”
algorithm appears to be faster than “Jarvis march” for current tasks: time complexity
for “Jarvis march” algorithm is equal to O(n · h) and for “Graham scan” is equal to
O(n · lnn) - where n –number of PP points, h – number of vertex of convex hull. The
“Graham scan” algorithm is presented on fig.3.

Fig. 2: ”Graham scan” algorithm for convex hull determination

It was determined that even convex hull covers empty phase space, and that this
errors is mainly connected with single extrasistoles, which is eligible for normotopic
rhythms during 2 minutes long record. The correction algorithm for increasing area
calculation precision was developed. It is based on two consecutive convex hull ap-
proximation, in condition that after first iteration the vertex points are excluded from
analysis. This algorithm eliminates single extrasistole and corrects the approximating
area. The algorithm works properly only in case of less then 3 artifacts presence. That
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is why the length of RCG record must be no longer then 2 minutes. An example of
correction is shown on fig.4.

Fig. 3: An example of convex hull area correction

3 Results

Efficiency comparing analysis was proceeded using special software, in which de-
scribed algorithms was realized. Comparative experiment of approximating figures’ ar-
eas calculation for normotopic and non-normotopic rhythms was based on RCG records
database. It included 50 healthy and 35 diseased (heart diseases) persons. Records were
obtained in rest, 200 cardiocircles in length. Results is shown on fig.5, where mean of
areas is horizontal lines inside the boxes, limits of 90% area values is the ends of the
boxes, the variance ranges are equal to whiskers, 1a – for normotopic patients, ellipse
1 method, 1b – for non-normotopic patients ellipse 1 method, similarly 2a, 2b – for
ellipse 2 method, 3a,3b – for parallelogram method, 4a, 4b – for convex hull method.

This results show much more precise area calculation, using convex hull method.
Among the simplest geometric figures the most precise results show parallelogram ap-
proximation. This approximation could be used for linear characteristics of RCG PP
allocation.

The series of experiments for adaptive abilities investigation using approximating
area values as integral indexes of cardiovascular system condition were carried out. The
changes of HRV, resulting in approximating figures’ area changing, in various physio-
logical conditions, show the feedback reactions of the organism. The database includes
35 diseased persons, the experiments were carried out in two conditions: in rest (reclin-
ing position) and in orthostasis (upright posture). The results is shown on fig.6, where
mean of areas is horizontal lines inside the boxes, limits of 90% area values is the ends
of the boxes, the variance ranges are equal to whiskers.
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Fig. 4: Precision comparing for the approximating methods

Fig. 5: Approximating polygon areas values for different physiological conditions, a – in rest, b–
in orthostasis
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The results show quantitative differences between area values in rest and in
orthostasis, but the informative diapasons is still not isolated

4 Conclusion

– The RCG phase portrait approximation and its area comparison is an informative
method of human condition diagnostic, based on heart rhythm analysis.

– Method of convex hull approximation with correction algorithm should be the
method of choice for approximating figure area calculation.

– Parallelogram approximation is effective for allocation of phase portrait linear char-
acteristics.

– The rational length of RCG record for phase portrat analysis execution is equal to
2 minutes.
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Design of mechatronic drives for implantable systems
of left ventricle assist device and artificial heart

V.V. Morozov1, A.V. Zhdanov1, and E.A. Novikova1
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1 Introduction

One of the most important problems in running the system of left ventricle assist device
(LVAD) or total artificial heart (TAH) is the creation of stable drive providing continu-
ous and permanent blood flow. This article is concerned with the design of mechatronic
drive for such systems.

Cardiovascular disease is leading among the reasons of death, exceeding death rate
from oncological disease and accidents. Death rate from a cardiovascular pathology
is one of principal causes of low life expectancy and demographic crisis in Russia.
High deficiency of donor bodies forces to apply artificial replacing devices more widely.
Since the 80th years during the treatment of sick heart or search of donor heart the 2-
staged schedule of transplantation is applied due usage of implantable systems of LVAD
or TAH which perform a role of mechanical ”bridge”.

Auxiliary blood circulation bases on treatment of cardiovascular disease with the
help of the mechanical devices temporarily implanted to cardiovascular system and
functioning together with natural heart before rehabilitation of adequate ability of a
myocardium. Recently there has been found a clinical application such systems as:
HeartMate LVAS, Thoratec VAD (Thoratec, USA), Novacor LVAS (World Heart Inc,
USA), AbioCor (Abiomed, USA), Arrow LionHeart (Hershey Medical Center, USA),
INCOR (Berlin Heart AG, Germany), etc. However the question of creation of the reli-
able Russian variant of such system is a very long-felt need.

In that article the description of designs of the planetary screw mechanisms for
application for LVAD is given. Researches are ordered by the Science Research Insti-
tute of Transplantation and Artificial Organs (SRITAO) and are supported by the Rus-
sian Foundation of Basic Research and the Analytic program of Rosobrazovanie “The
achievement of high school scientific potential”. Some results have been published in
proceedings of the ESAO Congresses [1–12].

2 Method

Clinical practice puts a problem of creation of LVAD, capable long time to provide
blood circulation with required hemodynamics. The LVAD drive should make recipro-
cating motion with frequency of 1...2 Hz (meets the pulse of 60...120 min−1), overcom-
ing a rod force 100 N (meets the pressure of 120 mm Hg). In periodical cycles there is
traction of left ventricle with expulsion of blood from it (a systole), and relaxation and
heart filling (a diastole).
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Respectively output elements of the drive are required to fulfill reciprocating cyclic
motions. A working cycle goes during a systole and after that it is a reverse during
a diastole. Motion of pusher plates of artificial heart ventricles can perform from the
one output shaft as well as from two shafts. At first case pusher plates are attached to
the ends of the screw. Reciprocating motion of pusher plates causes pressure to ensure
blood pumping. At second case both output shafts actuate the plates simultaneously by
means of hinge and lever system.

Mechatronic drives meet mostly the requirements to such drives. This fact is ex-
plained by high efficiency, small size and mass, high reliability and long life of the
device in comparison with hydro- and pneumatic devices. The use of mechatronic drive
allows creating autonomous and portable systems of artificial blood circulation instead
of stationary centers.

Features of electric drive providing life of the artificial heart tell high requirements
to a motor. The usage of rare-earth magnets allows creating dc motors which having the
following properties (brushless, torque, portable, low-inertial, high-controllable). They
are rather simple on a design, mechanically strong and energetically effective motors
and therefore most acceptable for systems of auxiliary blood circulation and artificial
heart. The motor specially designed for artificial heart’s drive is dc brushless torque
motor with three-phase winding on stator and hollow rotor. Inner hole of a rotor is used
for putting wires and for assembling of rotor position sensor or input link of a gear.

There are widely used implanted ventricles containing a diaphragm pump and a
drive, including dc motor and the converter of rotary movement in linear motion of a
pusher. As such converters there are used such mechanisms as screw-and-nut, recipro-
cating linkage or rack. But those devices have some negatives: big dimensions, poor
implantability, big losses on friction (that, in turn, increases power consumption) and
big noise.

As actuator for LVAD MU two schemes we offer: rollerscrew mechanism which is
built in a hollow rotor of dc motor, and the planetary screw mechanism with rack on the
basis of flange motor. Designs are patented [13–17].

3 The rollerscrew mechanism (RSM)

Perspective actuator is rollerscrew mechanism. They differ high loading ability, durabil-
ity (above 1,000,000 cycles) and efficiency (more than 0.7), provide precise and smooth
motion. RSM application allows creating modular units which sizes are approached to
natural dimensions of heart as much as possible. Multipointed contact in mating threads
in PRM allows obtaining better characteristics, such as: load capacity, rigidity, reduc-
tion and efficiency in running at small mass and size and short kinematic chain.

We consider RSM which is designed on the basis of planetary gear, consisting of one
central wheel and the satellites fixed in carrier. Instead of the central wheel RSM has a
screw with helical threading, and instead of satellites it has rollers with circular grooves.
At rotation of an input link which can be screw or nut, the output moves linearly. The
number of rollers can be limited only to a neighborhood condition, and the screw can
have any number of helical threads. The important advantage of RSM with ring rollers is
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presence of the only one gearing at each roller instead of four that dramatically reduces
number of passive connections.

On fig. 1 there is a drawing of LVAD drive with RSM [17]. Rollers and a nut have
circular grooves, and a screw has right multi-threaded helices. Input link (nut) built in a
hollow rotor, and the screw pushes the membrane of artificial ventricle.

Fig. 1: LVAD with rollerscrew mechanism: 1 – screw; 2 – rollers; 3 – nut; 4 – sleeve; 5 – separator;
6 – cup; 7, 9 – cover; 8 – body; 10, 11 – body parts; 12 – magnet; 13, 14 – bearings; 15 – motor;
16 – membrane; 17 – washer; 18 – screw

4 The planetary screw mechanism with rack

For improvement of implantability and noise reduction the planetary screw mechanism
with rack (PSMR) is suggested as an actuator of LVAD drive. In PSMR the electric
motor is connected with rack through the planetary gear containing threaded parts. The
output carrier gears with the rack, which is rigidly connected to a pusher and makes
back and forth motions [16]. The PSMR feature is that threads have large helical angles
for increasing of gear ratio.

Rotation of a rotor is transferred to a planetary gear which output link is carrier
with helical thread. The carrier engages with the rack forcing to move a membrane of
artificial ventricle. On fig. 2 the drawing of LVAD drive with PSMR is shown. That
design arrangement allows using advantages both planetary gear with screw parts and
rack.

In other design the planetary mechanism contains an input shaft-pinion, satellites,
fixed on a carrier, and two ring gears. Feature of the suggested drive is chevronwise for
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(a) (b)

Fig. 2: LVAD with planetary screw mechanism and rack: a – general view; b – section A–A (1
– body; 2 – inlet pipe; 3, 5 – valves; 4 – outlet pipe; 6 – diaphragm; 7 – base; 8 – flange; 9 –
planetary gear; 10 – central shaft-pinion; 11, 12 – satellites; 13, 14 – ring gears; 15 – carrier; 16,
17 – bearings; 18 – teeth of carrier; 19 – rack; 20 – slide; 21 – pusher; 22 – body; 23 – motor; 24
– shaft)
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compensation of axial load [15]. The input shaft contains two coaxial screw gears from
which one has left, and another the right threads with a helix angle more than 80 ˚ , and
satellites consist two coaxial screw gears, rigidly connected with each other and having
opposite directions of threads corresponding to connecting threads of gears of input
shaft. Thus satellites have an opportunity to roll on internal surface of the ring gears
executed as nuts, rigidly connected with each other and having another directions.

5 Results

On fig. 3 photos of designed mechatronic units of LVAD are shown: on fig. 3a there is
a unit with RSM, and on fig. 3b – on base of PSMR. Units are recommended to clinical
application in SRITAO.

LVAD drive with RSM has successfully passed a stage of medical and biologic tests
in SRITAO. Artificial left ventricle constructed on the basis of our unit was implanted
in a calf abdominal cavity. The operation which has been carried out by surgeons of
SRITAO under the direction of professor D.V. Shumakov, has shown, that the Russian
model artificial left ventricle is implantable and efficient.

(a) (b)

Fig. 3: Exterior of LVAD mechatronic unit: a – unit with rollerscrew mechanism; b – unit with
planetary screw gear and rack

References

1. Morozov,V.V., Zhdanov,A.V.: Electromechanical unit helps artificial heart. Artif Organs
(1998) 22: 260-2

2. Morozov,V.V., Kosterin,A.B., Zhdanov,A.V.: Definition of thermal modes in implantable sys-
tems of auxiliary blood circulation and artificial heart. Int J Artif Organs (1998) 21: 672

3. Morozov,V.V., Kosterin,A.B., Zhdanov,A.: Thermal processes in implantable systems of arti-
ficial heart. Int J Artif Organs (1999) 22: 398

4. Morozov,V.V., Kosterin,A.B., Zhdanov,A.V.: Design of electric and mechanical drives for im-
plantable systems of auxiliary blood circulation and artificial heart. Heart and Lung Assis-
tance: Lecture Notes of the ICB Seminars. Warsaw (2000) 44: 157-63

5. Morozov,V.V., Kosterin,A.B., Zhdanov,A.V., Mamaev,D.V.: Drive of implantable systems of
auxiliary blood circulation with lower power consumption. Int J Artif Organs (2000) 23: 573

6. Morozov,V.V., Zhdanov,A.V., Novikova,YuA.: Simulation of hemodynamics and design of
artificial heart ventricles in CAD/CAM/CAE-systems. Int J Artif Organs (2002) 25: 695



76

7. Morozov,V.V., Kosterin,A.B., Novikova,YuA.: Synthesis of control law for mechatronic drive
of left ventricle assist device. Int J Artif Organs (2003) 26: 620

8. Tolpekin,V.E., Morozov,V.V., Zhdanov,A.V., Ganin,V.P.,Drobyshev,A.A.: CAE simulation of
hemodynamics and CAD/CAM design of artificial heart ventricles. Int J Artif Organs (2003)
26: 668

9. Tolpekin,V., Kulikov,N., Shumakov,D., Hrupachev,O., Sukhov,D., Morozov,V., Ignatova,N.,
Melemuka,I., Gasanov,E.: Implanted artificial left ventricle. Int J Artif Organs (2004) 27: 600

10. Morozov,V.V., Sergenvina,N.S., Kosterin,A.B.: CAE simulation of hemodynamics in artifi-
cial heart ventricle with moving membrane. Int J Artif Organs (2004) 27: 627

11. Morozov,V.V., Zhdanov,A.V., Provorova,N.S.: CFX-simulation of influence of valves on
hemodynamics in artificial ventricle with membrane. Int J of Artif Organs (2007) 30 (to be
printed)

12. Morozov,V.V., Ganin,V.P., Zhdanov,A.V.: Research of the biotechnical device for revascular-
ization of ischemized myocardium parts with the aid of CAD/CAM/CAE-technology. Int J of
Artif Organs (2007) 30 (to be printed)

13. Pat. USSR 1570072, IPC7 A 61 M 1/10. Artificial heart ventricle (Kopin VK, Ganin VP,
Vasilchikov AN, Morozov VV, Nosatov SP, Kolov PB); prior. 22.08.1988.

14. Pat. USSR 1818100, IPC3 A 61 F 2/24. Artificial heart (Morozov VV, Ganin VP, Nosatov SP,
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Abstract. The paper presents a method and apparatus for shaping the electrical
waveform delivered by an external defibrillator based on an electrical parame-
ter measured during delivery of the waveform. Software and hardware co-design
allow embedding anyone waveform and realizing it independently from transtho-
racic electrical impedance changes during shock time.

Key words: External Defibrillation, Real-time Control

1 Introduction

Despite years of intensive research, there is no suitable theory for mechanism of defib-
rillation that explains all the phenomena observed [1]. Moreover, there is no physiolog-
ical theory that explains the mechanism of action of the bi-directional wave, nor does
any theory predict the optimum amplitude and time dimensions for the second inverted
wave [2].

Three key factors: (a) excitation propagation velocity, (b) refractory period, and (c)
excitation path length - are sustained fibrillation. Propagation velocity is an inherent,
temperature-dependent property of cardiac tissue. The refractory period can be pro-
longed by a strong cathodal shock applied to excited cells. An anodal shock reduces
cell excitability. The excitation path length pertains to the size of the fibrillating my-
ocardium, and both anodal and cathodal shocks can alter the path length [2].

On the one hand, an external defibrillator design is based on experimental data for
optimum current waveform: strength-duration curve, delivered energy and charge, etc.,
and the variety of these data is obtained without taking into account transthoracic elec-
trical impedance changes during shock time.

On the other hand, there are methods and apparatuses, which allow measuring pa-
tient electrical parameters and continual waveform shape reforming for transchest re-
sistance dynamics. For example, it is some recent technical decisions [3,4,5].

The question of what current waveform should be selected as optimum, which inde-
pendent from transchest resistance dynamics needs further elucidation. Two opportuni-
ties: forming anyone waveform, and providing this one independently from transchest
resistance dynamics – are needed for experiments.

The paper presents a method and apparatus for shaping the electrical waveform
delivered by an external defibrillator based on an electrical parameter measured during
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delivery of the waveform. Software and hardware co-design allow embedding anyone
waveform and realizing it independent from transthoracic electrical impedance changes
during shock time.

Additional such possibilities may be useful for development a new electrotherapy
methods, as electrochemotherapy for cancer treatment.

2 Methods

The both method and apparatus are based on developed high voltage delivery unit
(HVD) [6]. Figure 1 is an illustration of it.

Fig. 1: High voltage delivery unit

The power cell block (PCB) delivers of high voltage to the patient through low pass
filter. PCB consists of energy storage capacitors and insulated-gate bipolar transistors
(IGBTs) under pulse-width modulation (no more than 50 kHz) with low-stress switch-
ing for efficiency.

Voltage sensor is measuring PCB voltage output and current sensor is measuring
PCB current output. This data transfer to input of the PCB control circuit through scal-
ing transducers. The value of scaling transducers depends upon the setting defibrillation
energy.

The setting power waveform stores into power etalon waveform generator (PEWG).
This etalon may be anyone. Its power waveform is setting by software technology. Be-
sides the integral from power waveform etalon on shocktimeis setting defibrillation
energy.

The PCB control circuit is real-time driving the process of high voltage delivery
using real-time comparison of PEWG output and scaling transducers output, that is
feedback control.

The high voltage delivery unit is simulated by PSpice. Than it was realized by
printed-circuit board technology.
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3 Results

Figure 2a is illustration of simulation result for high voltage delivery to patient (the
voltage-time curve for 200 J delivered energy and 50 Q load resistance). The simulation
model includes the skin breakdown with 100V threshold. It is example of asymmetric
biphasic waveform etalon, which now is optimum for external defibrillation [2]. The
both duration of the first and second phases are 4 ms at the half-level amplitude maxi-
mum of each phase. The amplitude of second (inverted) phase is half of first phase, and
pulse tilt is 30 %.

This simulation result corresponds to the worst combination for electrical parame-
ters of the circuit components. The experimental result is presented in Figure 2b.

(a) Voltage-time curve for 200 J delivered Energy
and 50 Ω load resistance.figure2

figure3

(b) Experimental voltage-time curve for 100 J de-
livered energy and 50 Ω load resistance.

Fig. 2: Voltage-time curves for different setups

4 Conclusions

There are both a method and apparatus for shaping the electrical waveform delivered
by an external defibrillator based on the PCB output measured and control feedback.
Software and hardware co-design allow embedding anyone waveform and realizing it
independently from transthoracic electrical impedance changes during shock time.
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Ultrasonic Peeling
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Abstract. The article suggests a mathematical description of peeling by ultra-
sound technologies.

1 INTRODUCTION

Ultrasonic peeling can be referred to the surface peeling which is atraumatic because
the corneal layer (dead cells) is peeled from the skin surface. A decrease in thickness of
the corneal layer permits to remove hyperkeratosis regions, to increase living corneal
layers thickness, to improve a skin tint (color) and to clear hyperpigmented regions.

The ultrasonic peeling technology has been developed in the Bauman Moscow State
Technical University.

During ultrasonic peeling the ultrasonic vibration effect is produced on the system
of a pharmaceutical substance in solution (gel, cream) (antiseptics or α-hydroxy-acids
of low concentration) and a biological tissue of the skin (corneal layer and epidermis).

Flow characteristics of solutions can be shown as:

σ = f (γ̇)

where σ – shear stress; γ̇ shear rate.
It is known [1] that this relation is similar to one shown in Fig. 1.
µ - viscosity

µ
∆= dσ

dγ̇ . If dσ
dγ̇ = const, the fluid is Newtonian and tgα = dσ

dγ̇ = const in the region of
abnormal flow dσ

dγ̇ = f(γ̇) i.e. shear stress is a function of shear rate.
An investigation of the flow of non-Newtonian fluids is a very intricate theoretical

and application problem, which has not been solved till now.
Let γ̇H be maximum shear rate, which can arise in the system.

Obviously σ (γ̇) =
γ̇∫

dσ
dγ̇ dγ̇

As it follows from Fig. 1, dσ
dγ̇ and γ̇ relation looks like ”flow curves” shown in Fig.

2.
Note that the area under the curve dσ

dγ̇ (γ̇)can be calculated by the equation

σ (γ̇H) =

γ̇H∫
0

dσ

dγ̇
dγ̇

Let us consider now an equivalent rectangle

sγ̇ =
dσ

dγ̇
(γ̇∗) γ̇H
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Fig. 1: ’Flow curves’ I, III – Newtonian flow; II – abnormal flow

Fig. 2: Viscosity and shear rate relation in Newtonian flow (a) and in general case (b), see desig-
nations in Fig.1.
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(which area equals σ (γ̇H) ), therefore

dσ

dγ̇
(γ̇∗) =

1
γ̇H

γ̇H∫
0

dσ

γ̇
dγ̇

Relation between shear stress and shear rate, being realized to the maximum in the
system, is an apparent viscosity:

dσ

dγ̇
(γ̇∗) = µ

Therefore, within the 0. . . γ̇H range of γ̇ variation the antiseptic solution can be ap-
proximately considered as Newtonian fluid, i.e. dσ

dγ̇ = const(bearing in mind that flow
curves are constant).

Viscosity can be calculated as:

σ (γ̇H)
γ̇(H)

=
dσ(γ̇∗)

dγ̇

Note, that γ̇H and γ̇∗ are determined by the flow curve configuration.
Now let us consider the fluid flow, when cavitation process is caused by an ultra-

sonic vibration transmitter. Resting fluid, lying on the surface (corneal) skin layer is ex-
posed to ultrasonic effect by means of an ultrasonic generator and a tool, which results
in formation of microbubbles, i.e. cavitation. Let us analyze properties of a cavitating
bubble and its influence on fluid properties.

Let us consider a cavern (bubble), and denote:
P -pressure, created by the surrounding fluid on the cavern; PH - pressure of satu-

rated vapors in the cavern; Pı - pressure of gases (from air) ; σ- surface tension coeffi-
cient. For simplicity the cavern is assumed to be a sphere. Therefore, equilibrium of the
bubble in the fluid is given by the equation:

P = pH + pΓ −
2σ

R

Where R - sphere radius.
From gas dynamics it is known that pı = BT

R3 , where 0 <B=const ; T - temperature
˚C

Hence, it is obvious that if P > pH + pı− 2σ
R , the cavern compresses, if P <

pH + pı− 2σ
R , the cavern expands.

In view of the Boyle’s law PΓ R3 = pΓ0 R3
0, where PΓ0 , R0- initial gas pressures

and cavern radius, respectively.
Therefore,

pΓ = pΓ0

(
R0

R

)3

=
(

p0− pH +
2σ

R0

)(
R0

R

)3

,

Where
p0 = pH + pΓ −

2σ

R0
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Thus,

P = pH +
(

p0− pH +
2σ

R0

)(
R0

R

)3

− 2σ

R

If the gas state variation law is adiabatic (p = const), therefore pΓ
pΓ0

=
(

R0
R

)3γ
(γ -

specific heat ratio), therefore p = pΓ0

(
R0
R

)3γ − 2σ
R .

Hence, the cavern varies its radius under the action of an outside force f = (R, T ) .
In case of the Clapeyron’s law

f (R, T ) = −p + pH +
BT

R3 − 2σ

R

The cavern critical radius is Rkp =
√

3BT
2σ , and the critical pressure is

pkp = PH −2

(
2
3σ
)1/2

√
BT

.

In the isothermal case:

Rkp =
√

3 R0

√
R0 pΓ0

2σ2
;

f (R, T ) = −p + pH

(
p0− pH +

2σ

R0

)(
R0

R

)3

− 2σ

R
;

Rkp = pH − 4
3
√

3
σ

R0

√
2σ

R0 pΓ0

In the adiabatic case:

f (R, T ) = −p + pΓ0

(
R0

R

)3γ

− 2σ

R
;

Rkp = R0

√
2 pΓ0

σ
; pkp = pΓ0 R

3
0

(
σ

2 pΓ0

)4/3

− 2σ

R0

(
σ

2 pΓ0

)3/2

Note that the bubble critical radius can be found providing:
∂f(R,T )

∂R = 0, Pkp = P(R)|R=Rkp

The presence of caverns makes fluid compressible. The latter means that its density
depends on pressure. Approximately this dependence can be considered to be a linear
one. This fact is theoretically and experimentally validated in [2].

Hence, as a result of interaction of corneal layer cells and microbubbles, the latter
collapse, therefore the overpressure (microlocal pressure) is created in the region of
their effect, which results in peeling of dead (corneal layer) cells.

There are a lot of imperfections such as cracks (irregularities) on the skin sur-
face (corneal layer). When filled with fluid, air remains in cracks. Besides, penetrating
through the surface of the fluid due to diffusion, gases are dissolved therein, cavitation
is developed.
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For the sake of simplicity the cavern is presumed to be a sphere. Fluid is practically
incompressible and at the initial point of time is at rest. Suppose that the fluid motion
is irrotational and the fluid is isotropic and homogeneous. Moreover, the bubble moves
only along the radius.

Denote u
∆= dR

dϕ = ∂ϕ
∂r ; ϕ = dR

dt , where R(t)- cavern radius at the point of time t .
By virtue of the above assumptions a frictionless liquid and a viscous fluid behaves

identically.
Thus, R du

dt −
3
r u2 =

p∞− p(t)

ρ , where pt- pressure on the cavern wall at the point of
time t; ρ- gas density; p∞ – fluid pressure in a remote point. Suppose that the bubble is
filled with perfect gas, i.e.

pt = pυ −
2σ

R
− BT

R3

where pυ- saturation pressure depending on temperature.
Therefore,

ρ

(
R

du

dt
+

3
ru2

)
=
(

p∞− pυ +
2σ

R
− BT

R3

)
= f1 (R, T ) ,

wheref (R, T )- outside force (ultrasonic) acting on the cavern radius variation. Obvi-
ously, three situations are possible:

1) f1 (R, T ) = 0at R = Rkp , i.e. there is an equilibrium;
2) f1 (R, T ) > 0 at R = Rkp- cavern growth;
3) f1 (R, T ) < 0 at R = Rkp – cavern collapse.

Let us determine the critical value of Rkp, when ∂ f1
∂R = 0 , hence, Rkp =

(
3
2

BT
σ

)1/2
,

therefore Rkp = − 4σ
3(p∞− pυ)kp

Thus, the dynamic conditions of the bubble collapse have been found.
Hence, as a result of interaction of corneal layer cells and microbubbles the latter

collapse, therefore, in the region of ultrasonic effect the overpressure is created, which
results in peeling of keratinized (dead) cells.

It is known that the corneal layer is an unwettable surface. Note that a criterion for
high quality peeling is wettability of surface, which can be described by the following
conditions: let σ1 be surface tension at the skin-air interface, σ2– surface tension at the
skin-solution interface, σ3- surface tension of solution-air, and θ - contact angle.

Condition of the surface wettability is as follows:
σ1 = σ2 + σ3·cosθ
If θ < 900 – the surface is wettable, if θ > 900– the surface is unwettable.
Therefore, upon carrying out the ultrasonic peeling the skin surface becomes wet-

table which permits to draw a conclusion about the efficiency of ultrasonic peeling.
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Abstract. In recent years, an increasing number of liver tumor indications were
treated by minimally invasive laparoscopic resection. Besides the restricted view,
a major issue in laparoscopic liver resection is the enhanced visualization of (hid-
den) vessels, which supply the tumorous liver segment and thus need to be divided
prior to the resection. To navigate the surgeon to these vessels, pre-operative ab-
dominal imaging data can hardly be used due to intra-operative organ deforma-
tions mainly caused by appliance of carbon dioxide pneumoperitoneum and res-
piratory motion. While regular respiratory motion can be gated and synchronized
intra-operatively, motion caused by pneumoperitoneum is individual for every
patient and difficult to estimate.
Therefore, we propose to use an optically tracked mobile C-arm providing cone-
beam CT imaging capability intra-operatively. The C-arm is able to visualize soft
tissue by means of its new flat panel detector and is calibrated offline to relate
its current position and orientation to the coordinate system of a reconstructed
volume. Also the laparoscope is optically tracked and calibrated offline, so both
laparoscope and C-arm are registered in the same tracking coordinate system.
Intra-operatively, after patient positioning, port placement, and carbon dioxide in-
sufflation, the liver vessels are contrasted and scanned during patient exhalation.
Immediately, a three-dimensional volume is reconstructed. Without any further
need for patient registration, the volume can be directly augmented on the live
laparoscope video, visualizing the contrasted vessels. This superimposition pro-
vides the surgeon with advanced visual aid for the localization of veins, arteries,
and bile ducts to be divided or sealed.

1 Introduction

In a typical totally laparoscopic liver resection procedure, a major step towards tumor
resection is the successful division of all vessels supplying the respective liver segment.
For laparoscopic abdominal surgery, the target region can be deformed due to heartbeat
and respiratory motion. While deformations in the abdominal area caused by the heart-
beat are negligible [1], the rather large respiratory motion of about 1 cm can be corrected
for by gating [2,3] and can be synchronized to e.g. an augmented visualization. Indi-
vidual deformations of greater extent however occur between pre-operative acquisition
of the CT and the beginning of the resection, i.e. during patient and port placement, ap-
pliance of carbon dioxide pneumoperitoneum, and the intervention itself. Pneumoperi-
toneum alone can already cause large liver motions of e.g. 1.8 ± 12, 4.1 ± 6.4, and
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0.1 ± 0.4 mm in x, y, and z directions, respectively, as shown for two pigs [2]. In this
case, using pre-operative rigid imaging data requires an additional intra-operative reg-
istration process, which is costly in terms of time and interaction. Therefore, precisely
guiding the surgeon to the target area is difficult to perform and hard to validate.

Supplementary to laparoscopic ultrasound, we introduce the use of an optically
tracked mobile isocentric C-arm providing cone-beam CT imaging capability to aug-
ment contrasted vessels directly on the laparoscopic view intra-operatively. This pro-
vides the surgeon with valuable information on the location of veins, arteries, and bile
ducts, which supply the liver segment to be resected and therefore need to be divided.

2 Methods

Our prototype mobile C-arm is able to visualize soft tissue intra-operatively, which is
not possible with current commercially available mobile C-arms. An optical tracking
system determines the position and orientation of both C-arm and laparoscope, which
can be brought into the same coordinate system by various offline calibration routines.
Intra-operatively, after port placement, appliance of carbon dioxide pneumoperitoneum,
and instrument insertion, we contrast the vessel tree of the liver and at the same time ac-
quire a C-arm image series during patient exhalation. Alternatively, C-arm projections
can be gated and correlated to respiratory motion in order to acquire a high-quality scan
[4]. After reconstruction, we are able to precisely augment the contrasted vessel tree
directly on the laparoscopic view just before the beginning of the resection without any
time-consuming patient registration process. The augmentation can be synchronized to
the patient’s respiration and only be displayed during exhalation [1]. 3D texture based
volume rendering is used for augmentation, which utilizes pre-defined transfer func-
tions in such a way that only voxel intensities of the contrast agent are rendered. In
general, the augmented visualization will only be shown to the surgeon for the intra-
operative in-situ planning of the resection to provide a detailed ’roadmap’ of the vessels,
but not any more when the surgeon starts to cut, since this causes the liver to deform
again and invalidates any prior registration.

3 Results

For the determination of the laparoscopic augmentation error, the volume of a rigid
plastic model of a heart with three adhered spherical markers of 2.3 mm diameter and
a curved line marker representing a vessel was reconstructed. The laparoscope was
moved around this plastic model arbitrarily. Augmenting the live laparoscope video,
images were taken from a large number of views covering the interventional working
space. On all images the markers and their augmented counterparts, visualized in a
different color, are visible (cf. figure 1). The absolute distance in mm was measured
from the midpoint of a spherical marker and its corresponding virtual projection. The
obtained root mean square error was 0.81 mm and the maximum error 1.38 mm.

To clinically evaluate our vessel augmentation, we performed two ex-vivo studies
together with our clinical partners, one with a freshly harvested whole porcine liver and
a second one with a defrosted whole ovine kidney. Each time we placed the organ in a
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((a)) Real, undistorted laparoscope image
showing the 3 spherical fiducials and a curved
line marker on the plastic heart.

((b)) Augmented laparoscope image. Volume
rendered are only the markers; the additional
lines are artifacts in the reconstructed volume.

Fig. 1: Plastic heart used for the determination of the augmentation error.

perfusion box. The surgeons catheterized the liver’s portal vein and the kidney’s renal
artery, respectively. Then the iodinated nonionic contrast agent SOLUTRAST R© 300
was administered into the organ. It was diluted in normal saline and conveyed into the
organ by the pump of the perfusion system. We immediately started a C-arm acquisition
and reconstructed the organ’s 3D volume. In another experiment, we directly injected
the pure contrast agent.

The acquisition of 200 C-arm projections takes 64 seconds, which stays within the
time limits of holding breath during artificial respiration. After acquisition, the recon-
struction of the 3D volume was started, which currently takes about six minutes. How-
ever, once the prototype system is commercialized, the reconstruction algorithms will
be optimized and parallelized. Additionally, reconstruction will commence as soon as
the first projection is acquired. This will lead to reconstruction times of approximately
one minute after completion of a scan, as known from modern CT scanners.

The contrasted part was clearly visible in the reconstructed volume for both cases,
directly as well as via the perfusion system. The vessels were directly augmented on
the laparoscope’s view by volume rendering. This direct visualization technique does
not require any processing time, since time-consuming segmentation, as it would be
needed for surface-based rendering, can be completely avoided. The vessels could be
accurately overlaid for most laparoscope positions, as you can see in figure 2 in the case
of the kidney, where the real and virtual catheters perfectly overlap. In the case of the
porcine liver, only the vessels of one lobe could be contrasted partially, as some liver
vessels were accidentally cut at the abattoir. Although in general more vessels could
be visualized for the direct administration of contrast agent, artifacts appeared during
the 3D volume reconstruction due to the high concentration. We will conduct further
studies to find an optimal contrast agent concentration for an artifact-free reconstruction
and a clear visualization of all relevant vessels.
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((a)) Augmented porcine liver. The speckled
areas are reconstruction artifacts caused by a
high concentration of contrast agent.

((b)) Augmented ovine kidney. The big spot is
the perfusion system’s plug, which apparently
has a similar Hounsfield unit like the contrast
agent.

Fig. 2: Vessel augmentation.

4 Related Work

To guide the division of vessels and the resection, ultrasonography may be used. It is
however difficult to understand, how ultrasound (US) images are oriented in relation to
the patient. Ellsmere et al. therefore propose an advanced system to intuitively display
the laparoscopic US image plane relative to a pre-operative 3D model of the patient [5].
This helps the physician to identify key structures. Intra-operative 3D data provided
by our system is not affected by the individual organ movement between pre-operative
data acquisition and the beginning of the resection, making it an ideal complement to
their navigation system. Instead of using the pre-operative CT, the system proposed
by Ellsmere et al. could now use our registered intra-operative CT reconstruction to
accomplish the guidance.

Another approach to improve the spatial relation of US images to the patient is taken
by Leven et al. [6]. They propose a system to apprehensively overlay the laparoscopic
ultrasound image plane or a reconstructed US volume, respectively, directly on the live
images of a stereo endoscope. It is however still difficult to interpret low-resolution
US images, especially reconstructed volumes. Our new approach of reconstructing a
high-resolution 3D volume from cone beam CT intra-operatively and combining it with
advanced visualization can be an optimal supplement to their system as well.

Summarizing, our system provides high-resolution 3D data acquired after organ
movement mainly caused by carbon dioxide insufflation. It visualizes the data directly
onto the laparoscopic images thanks to the new idea of hand-eye calibration and C-arm
tracking in a common world coordinate system.
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5 Conclusions

This work is an important and encouraging step towards the provision of precise intra-
operative visualization aid for laparoscopic liver resection providing automatic intra-
operative patient registration. Combining intra-operative imaging, gating, tracking, and
visualization, restrictions caused by organ movement between pre- and intra-operative
imaging can be easily overcome. Our intra-operative resection planning system is not
solely restricted to liver surgery, but can also be applied to various other endoscopic
interventions. Our experiments and studies show satisfying qualitative results for intra-
operative laparoscope superimposition.

The result provided here could allow different methods proposed in the literature
[5,6] to start with co-registered intra-operative cone beam reconstruction in order to
improve their advanced visualization solutions.
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Abstract. Hybrid scanners, which enable the performance of single photon emis-
sion tomography (SPECT) and X-ray computerized tomography (CT) in one pro-
cedure, have considerable potential as an all-rounder in the nuclear medicine de-
partments. However, challenges remain in validating the accuracy of such hy-
brid systems. In this paper, a systematic validation method with minimum user
interaction is proposed, which has been successfully used on a data-set from a
SPECT/Spiral-CT hybrid camera. This method focuses on measuring the dis-
tance between the centers of gravity of the SPECT hot spot and its counterpart in
the CT image. A novel adaptive threshold method is proposed to automatically
segment SPECT hot spots, while the corresponding CT structures are segmented
by the semi-automatic random walk method, based on a fast multigrid solver.
Accuracy and reproducibility of the validation method have been confirmed by
experiments with 21 clinical data-sets.

1 Introduction

Hybrid scanners combining SPECT and CT offer physicians the opportunity to acquire
correlated functional and morphological information from a patient in a single session.
However, the anatomical accuracy of this hardware-based registration has not yet been
sufficiently validated. Phantom studies are not suitable for the validation of the hybrid
scanner because it is technically difficult for a phantom to simulate respiratory and
cardiac movements, both of which play a key role in mismatching. In a recent study [1],
the accuracy of a SPECT/CT system has been quantitatively evaluated by measuring
the distance between the centers of gravity of corresponding lesions in two modalities.
However, the reproducibility and the accuracy were still questioned, since the selection
of centers of gravity was determined by the users. In this paper, we propose a more
automatic and more reproducible validation scheme for SPECT/CT hybrid scanners.

2 Methods

We measure the degree of the matching of corresponding structures in SPECT and
CT volumes to evaluate the accuracy of the SPECT/CT fusion. The pipeline of vali-
dation scheme is demonstrated in Figure 1. In this validation scheme, a hot spot in a
SPECT volume and its corresponding structure in a CT volume can be segmented with
minimum user interaction. a new fully automatic thresholding method is used to seg-
ment SPECT hot spot. The optimal threshold is chosen based on the maximally stable
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Fig. 1: The work flow of the validation. Pre-selection: User manually selects a cubic region that
contains both SPECT/CT hot spots from the fused MPR view. Pre-selection of the computation
region largely speeds up the following processing operations, but has no influence on the final
validation results. Segmentation: Segmenting the three-dimensional SPECT hot spot using the
adaptive thresholding method (full-automatic). Segmenting the corresponding object in the CT
volume via the random walk method (semi-automatic). Measurement: Computing the centers of
gravity of the segmented SPECT/CT objects. Measuring the distance of two centers to evaluate
the quality of the SPECT/CT fusion.

extremal region (MSER) [2,3,4] algorithm. The segmentation actually starts the con-
nected thresholding from the given seed and seek a range of thresholds that leaves the
peak of hot spot effectively unchanged. The corresponding CT structure is segmented
by a semi-automatic random walk method [5], which allows users to select seeds to
intuitively guide the algorithm to separate desired objects from the background. From
our experience, drawing the seeds on the middle slice in the axial, sagittal and coronal
views is sufficient. The quality of a SPECT/CT fusion is evaluated by the distances be-
tween the centers of gravity of the segmented SPECT/CT objects. The validation tool
has been successfully integrated into a commercial software of medical image analysis
(Syngo, Siemens Medical Solutions).

3 Results

To evaluate the validation tools, we select a set of 21 patients (13 female, 8 male; age
range: 10-80 years; mean age: 59.55) examined by a SPECT/spiral CT scanner between
November 2006 and March 2007. We choose adenomas of the parathyroid glands on 10
patients and the physiological accumulations of the submandibular gland on the other
11 patients for this study.
The accuracy of the validation tool is evaluated as follows: Two operators perform the
validations independently. One operator directly uses the validation tool to measure the
distances in X-, Y - and Z-direction (tx, ty, tz) between the hot spot on SPECT and the
structure on CT. In the same way, the second operator validates the SPECT/CT volumes,
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where the SPECT volume has been artificially shifted in X-, Y - and Z-directions. The
shift parameters (sx, sy, sz) are randomly generated between 5 mm and 10 mm or be-
tween −5 mm and −10 mm. We denote the distances measured by the second operator
as (t̂x, t̂y, t̂z). The extent to which the ground truth shift (sx, sy, sz) and the measured
shift (dx, dy, dz) := (t̂x − tx, t̂y − ty, t̂z − tz) match, indicates the accuracy of the
validation. The experiment yields a clear linear association between the ground truth
and the measurement: The correlation coefficients are 0.9927, 0.9909 and 0.9853 in
X-, Y - and Z-directions, respectively. The anatomical inaccuracies, measured by the
mean ± standard deviation of the absolute error, are reported to be 0.7189 ± 0.6298
mm in X-direction, 0.9250 ± 0.4535 mm in Y -direction and 0.9544 ± 0.6981 mm in
Z-direction.
To evaluate the intraobserver reproducibility, the distances between the SPECT hot spot
and CT structure are measured twenty times in five different patients, yielding a mean
standard deviation of 0.2177 mm in the X-direction, 0.3039 mm in the Y -direction and
0.3350 mm in the Z-direction. This indicates a high intraobserver reproducibility of the
measurement of the X-, Y - and Z-distances. The mean time needed for a full validation
process, including the time for data loading and user operation, is less than 2 minutes
on a AMD Athlon 3200+ computer (2.20 GHz, 2.00 GB RAM).

4 Conclusion

The purpose of this paper is to introduce a novel way of validating the anatomical
accuracy of the SPECT/CT hybrid scanner through the segmentation of hot spot on
SPECT and the corresponding structure on CT. The experimental results show that the
measurement of this validation tool is sufficiently accurate and reproducible for the
clinical data. In our future work, we plan to apply this validation tool to analyse the
variation of the accuracy of hybrid scanners with respect to different positions, tracers
or acquisition protocols.
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Abstract. Hand-held nuclear devices have been used since the late eighties for
functional guidance during surgical procedures. Using the tracer principle, these
enable to detect and spatially localize radioactively marked processes and thus as-
sist the surgeon by providing him/her with functional information in space, other-
wise invisible or difficult to acquire intra-operatively. Here, we review current ap-
proaches to improve these procedures by navigation. We focus on the limitations
of these systems and discuss ways to solve them thinking of a new generation of
intra-operative nuclear imaging approaches that will go beyond prototypes.

1 Introduction

Nuclear medicine has become one of the most dynamic branches in today’s diagnostic
field. It is based on the use of radio-labeled, highly specific tracers that target functions
in the body and can be imaged using 2D szintigraphy, SPECT (single photon emission
tomography) or PET (positron emission tomography) [1]. However, issues like bulky
equipment, resolution and acquisition time make them unsuitable for intra-operative
use, so they are restricted to diagnosis and planning.

In order to overcome these limitations, hand-held radioactivity detectors were intro-
duced [2]. These are common diagnostic devices nowadays, especially during surgery
and sentinel lymph node determination [3]. The main advantages of these devices lie in
their portability, simplicity, and the possibility of miniaturizing them for intra-operative
use. Their main restriction is, however, that they are either non-imaging devices or are
restricted to small field of view 2D devices.

The combination of intra-operative nuclear devices with position and orientation
(’pose’) tracking is a promising alternative to extend the use of this technology fur-
ther and recover the ’imaging’ component. The idea is to acquire the read-out of the
nuclear devices simultaneously with their pose. Depending on the nature of the ra-
diation acquired, two possible imaging modalities arise. On the one hand, the use of
beta-particles, which only penetrate thin layers of tissue, enables 3D activity surface
reconstruction. On the other hand, the use of higher penetration gamma-rays promises
full 3D tomographic imaging.
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In this paper we review the current approaches employing tracked nuclear devices,
we discuss their limitations and finally present solutions that will bring them a couple
of steps further toward standardized intra-operative nuclear imaging.

2 Radioactivity surface reconstruction using tracked beta-probes

A challenging task in tumor resection is the minimal but complete removal of malignant
cells. While the security margins are maximized to avoid recurrence, the impact on
healthy tissue has to be minimized. As aid for this procedure, beta-probes have been
introduced to detect remaining malignant tumor after resection by nuclear labeling [2].
For this means, a positron-emitting cancer marker is injected into the patient before
surgery. After the standard tumor extraction the surgeon scans the margins with a beta-
probe. The detection of unexpected high activity levels shows the occurrence of residual
tumor tissue. However, as the surgeon has to remember the sources of radiation most of
the potential accuracy gets lost.

In order to solve this, our group combined beta-probes with pose tracking system to
generate 3D activity encoded surfaces [4]. When combined with advanced visualization
such surfaces proved to be useful when accurately guiding surgeons to remaining high
activity spots and thus remaining tumor deposits (figure 1(a)).

((a)) AR view of radioactivity surface. ((b)) Tracked instruments.

Fig. 1: (a) Augmented reality image of the radioactivity surface reconstruction. The radioactive
image is superimposed over the light image of the used phantom. Blue regions indicate higher
activity rates and white regions low activity rates; regions where no information is superimposed
were not scanned. (b) Laparoscope and beta-probe with optical tracking targets.

There are, however, several limitations still present. First, the statistical nature of
the beta-probe read-out results in a very noisy activity distribution, as close measure-
ments in space with similar activity levels may still report completely different readings.
Acquiring for longer time at each point is not clinically possible, as it requires the sur-
geon to hold the probe at a certain pose for almost a second and also prolongates, as a
consequence, the duration of the operation.
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Secondly, if the scan used to acquire the surface is too coarse, small regions with re-
maining radioactivity can be missed and the generated image may not be valid. This can
also be compensated by slower acquisition times, with the same problems mentioned
above.

A third issue is the fact that the readings are not necessarily acquired on top of the
surface. Some readings will be above and some below the normal level. This problem
does not only make the use of the acquired poses for anatomical surface reconstruction
partially invalid, but can affect also the reconstructed radioactivity distribution.

Finally, since the area of application of the introduced system is the abdomen, the
effect of motion, both respiratory and also bulk organ motion and deformation caused
by the nature of operations makes the reconstructed image only a ‘snapshot’.

Our current research aims at solving these issues. For the first and second problems
the evaluation of the scan the rebinning of the readings is being analyzed supported by
robust inference approaches. The concept of rebinning can be further used to estimate
a degree of confidence and thus guide the surgeon to regions where the readings were
too coarse and further information is needed to guarantee a valid image.

For the third and fourth issues, the aimed solution is the integration of anatomi-
cal surface acquisition systems. Such systems would not only allow to determine if
the acquisition was above the surface or below it, but also to project them to their
right position and compensate for the artifacts that arise from deformation. Further-
more monitoring the surface enables the compensation of respiratory and bulk motion
and deformation using non-rigid registration.

3 Intra-operative 3D imaging using tracked gamma-cameras and
probes

One of the few procedures where gamma-probes have become the gold-standard is
sentinel lymph node detection in breast cancer and melanoma [3]. It aims at staging a
tumor by analysing a biopsy of the first lymph nodes downstream, which requires thus
a precise localization of these ‘sentinel’ nodes.

The current developments try to add depth information to 2D mini gamma-cameras
[5], which would allow detection of occlusions, aiding the localization of the sentinel
lymph nodes around a tumor. 3D imaging would further increase the probability of
identify additional marked nodes which are difficult to distinguish using conventional
gamma-probes or intra-operative gamma-cameras.

Benlloch et al. proposed tracking of 2D mini gamma-cameras and the use of 2D
acquisitions for limited 3D intra-operative functional imaging [6]. In that approach the
3D position of a single point sources is reconstructed from two 2D images taken with
an angle close to 90 degrees. In order to guarantee proper detection for the case of
more than one source, they also introduced a process where three 2D images with rel-
ative angles close to 120 degrees are acquired. The detectable information is, however,
limited to point-like sources as a Computer Vision approach based on triangulation of
corresponding points is taken for 3D reconstruction. These constraints on the angle,
the radioactivity distribution type, as well as the size of the devices greatly reduce the
flexibility of this approach.
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Our group introduced a different approach employing tracked gamma-probes [7].
When combined with proper algorithms for 3D tomographic reconstruction based on
gamma-readings and the synchronized 3D pose of the detector, most of the limitations
were removed. Thus, the approach included the advantages of previous systems and sur-
passed them by allowing easier handling, faster acquisition times and most importantly,
3D intra-operative functional imaging of general distributions (figures 2(a), 2(b)).

((a)) Reconstructed slice. ((b)) AR visualization of 3D volume.

Fig. 2: Reconstructed slice (a) and augmented reality visualization of the 3D volume over phan-
tom. The acquisition took ≈ 6 [min].

Open issues in this case, do not differ too much from the ones discussed in the case
of the beta-probe (statistical nature of readings, deformation and motion of anatomy
during scan, etc). There are, however, further specific problems. First, the reconstruction
of a tomographic image can only the guaranteed to be free of artifacts if a complete set
of projections is acquired. This would mean in practice a big amount of measurements
over 180˚ at approximately the same distance for each slice. For fully 3D reconstruction,
such a set of measurement should be repeated for each single slice. This implies a huge
amount of readings which yields very long acquisition times and thus cannot be thought
of clinically. Furthermore this problem would restrict the gained flexibility by imposing
constrains on the poses of acquisition.

Second, in order to obtain clinically usable images, one has to aim to a resolution at
is even better than the one of pre-operative imaging devices. This would mean, however,
an more ill-posed reconstruction problem and an increasing memory and computation
burden. To compensate for the first more readings from different positions can help,
which increases the requirements on the processing and storage capacities and thus
makes the second problem even worse.

In order to solve the mentioned issues our group is working further in on-line eval-
uation of the quality of the acquisition and automatic calculation of the best next pro-
jection for acquisition guidance and thus a reduction of reconstruction artifacts. Intra-
operative anatomical information has been considered to restrict the volume of interest
and incorporate information for attenuation correction. Approaches like rebinning can
be also used here to improve the statistics and reduce the computational burden. Hard-
ware based accelerations and adaption of the algorithms are also current research.



100

4 Conclusions

In the last years the combination of navigation with intra-operative nuclear information
has opened the possibilities of nuclear imaging in the operation room. The initial results
reviewed in this work show encouraging results and play a role as proof-of-concept.

There are several points that have not been dealt with yet. However, the major draw-
backs do not seem to be impossible to compensate, and most important: in comparison
to the standard methods, the introduced methods can offer images to applications that
in the past did not dream to have.

References

1. Wernick, M.N., Aarsvold, J.N.: Emission Tomography: The Fundamentals of PET and
SPECT. Academic Press (2004)

2. Hoffman, E.J., et al.: Intraoperative probes and imaging probes. Eur J Nucl Med Mol Imaging
26(8) (August 1999) 913–935

3. Harish, K.: Sentinel node biopsy: concepts and current status. Front Biosci 10 (2005) 2618–
2644

4. Wendler, T., Traub, J., Ziegler, S., Navab, N.: Navigated three dimensional beta probe for op-
timal cancer resection. In: Proceedings of MICCAI 2006. Number 1 in LNCS 4190, Copen-
hagen, Denmark, Springer (Oct. 2006) 561–569

5. Pitre, S., et al.: A hand-held imaging probe for radio-guided surgery: physical performance
and preliminary clinical experience. Eur J Nucl Med Mol Imaging 30(3) (Mar 2003) 339–343

6. Benlloch, J.M., et al.: The gamma functional navigator. IEEE Trans Nucl Sci 51(3) (June
2004) 682689

7. Wendler, T., Traub, J., Ziegler, S., Navab, N.: Navigated three dimensional beta probe for op-
timal cancer resection. In Larsen, R., Nielsen, M., Sporring, J., eds.: Proceedings of MICCAI
2006. Number 1 in LNCS 4190, Copenhagen, Denmark, MICCAI Society, Springer (Oct.
2006) 561–569



101

Imaging in Diagnosis and Therapy



102

The Model of Proportional Scattering Medium for
Optical Tomographical Imaging of Biological Tissues

Sergey Tereshchenko

Moscow Institute of Electronic Technology (MIET), Department of BioMedical Systems,
MIET, Moscow, 124498, Russia

The tomographical reconstruction of the internal structure in high scattering me-
dia (HSM) is an important problem of modern physical optics [1,2]. The radiation
transport equation (RTE) is most general way for description of interaction between
radiation and medium [3,4]. The most important characteristics of scattering medium
included in radiation transport equation are radiation absorption coefficient µa(r) and
angle differential radiation scattering coefficient (nonhomogenius scattering indicatrix)
µs(r,Ω′Ω), where r is a point of the medium, Ω′ and Ω are directions of the photon
before and after scattering respectively. Thus in most general problem formulation it
is needed to reconstruct two independent functions of three variables (µa(r)) and four
variables

(
µs(r,Ω′Ω)

)
. Nevertheless in this formulation the problem becomes too dif-

ficult for solution and interpretation, therefore there are considered more simple models
and consequently more simple objects for the reconstruction.

In our view there is perspective the approach based on the model ”The scattering
straight back” [5], reducing the process of the single scattering to a backscattering by
redefinition of absorption, scattering and extinction coefficients. It is possible to write
the stationary RTE in the single-velocity approximation as follows:

ΩgradΦ(r,Ω) + µ(r)Φ(r,Ω)−

−
v

4π

Φ(r,Ω)µs(r,Ω′Ω)dΩ′ = S(r,Ω)
(1)

where Φ(r,Ω) is a photons flux density in a point r for photons which move in a
direction Ω, Φ(r,Ω) is a radiation source distribution function and µ(r) = µa(r) +v

4π

µs(r,Ω′Ω)dΩ′ is an extinction coefficient.

We shall consider only those photons, which move along an axis of the initial ray.
As the returning of photons, scattered away from the axis, to the motion along the axis
is low-probability event, it is possible to consider, that the process of photon scattering
is reduced to a backscattering along the axis. We shall name such approximation as
”scattering straight back” (SSB). It is natural, that on the axis there are only two fluxes
of photons, which move in direct and in back directions. Thus we are principally not
interested in photons, which are not being near-axis and therefore we must to provide
the discrimination of off-axis photons at the detecting.

For a mathematical writing of the formulated approximation it is necessary to use
the delta-function of angular variables δ2

(
ΩΩ′) – 2-D delta-function on the surface

of the unit sphere. It has the name ”The surface delta-function” [4]. Thus, the main
assumption of the SSB-model for the scattering indicatrix can be written as

µs(r,Ω′ → Ω) = ms(r)δ2(−Ω′Ω) (2)
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where ms(r) is a scattering coefficient of SSB-model. In this model for energy bal-
ance saving it is possible to consider the photons scattered away from the axis as ab-
sorbed. Therefore the absorption coefficient µa(r) must be increased, and it is nec-
essary exchanged with some coefficient ma(r), which is an absorption coefficient of
SSB-model. It is convenient also to introduce an extinction coefficient of this model
m(r) = ma(r) + ms(r). Thus, all introduced quantities have the clear physical sense,
and the integral-differential RTE (1) reduces to the differential partial equation

ΩgradΦ(r,Ω) + m(r)Φ(r,Ω)−

−ms(r,−Ω) = S(r,Ω)
. (3)

As in the usual tomographical measurement scheme there is not to simultaneously re-
construct two unknown functions µ (r) and µs (r), the additional assumption is nec-
essary for reducing unknown quantities. For example, it is possible to consider one of
these functions is known including the case that it is equal to a known constant. The
similar way was used for deducing exponential Radon transform [5]. Other way is a
postulation of the functional connection between µ (r) and µs (r). Let’s assume, that
spatially non-uniform scattering and extinction coefficients are connected by a ratio

ms (r) = βm (r) , (4)

where β is a coefficient not dependent on coordinates. Such scattering medium we shall
name as proportional scattering medium (PSM). The substantiation of the assumption
(4) can be a representation about absorbing-scattering centers that are non-uniformly
distributed in space. Each of these centers can absorb and scatter the photon with some
probability. Then both the absorption coefficient and scattering coefficient should be
proportional to the same density of such centers. Combining (2) and (4), we shall re-
ceive a ratio determining PSM:

µs(r,Ω′Ω) = βm (r) δ(−Ω′Ω) . (5)

Then RTE reduces to

ΩgradΦ(r,Ω) + m(r)Φ(r,Ω)−

−βm (r) Φ(r,−Ω)′ = S(r,Ω)
. (6)

Let’s remark that the equations (3) and (6) is not approximated but exact RTE for HSM
with the property (2) and (4) in contrary to other models, for example, to the diffusion
approximation.

The equation (6) has the exact solution, and on the base of PSM-model there was de-
veloped the exact tomographical algorithm for a reconstruction of an unknown function
m(r) [5].

The efficiency of the offered reconstruction algorithm was investigated on model
scattering objects. Experimental scattering medium filled in a cylindrical deepening
(∅ 28 mm) in polymethylmethacrylate parallelepiped. As a distortion exists at the border
of two media it is necessary to use materials allowing to minimize the value of a relative
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refraction index. The refraction index of the polymethylmethacrylate is n1 = 1.491. As
the second medium the flax oil (n2 = 1.485, n21 = 0.996) can be enough effectively
used. It is necessary to note, that the similar value of a refraction index (n = 1.4) is
in a biotissue of a breast. The scattering medium has consisted of 0.5 % emulsion of
intralipid in flax oil filled in the cylindrical deepening. For a creation of heterogeneity
either the polymethylmethacrylate cylindrical rod (∅ 10 mm) or polymethylmethacry-
late cylindrical pipe (∅ 15 mm and wall thickness 4 mm) were placed at the center of
the cylindrical deepening. Such model object represents the HSM homogeneous on a
refraction, but absorbing and scattering heterogeneous.

The result of the reconstruction of the spatial distribution for an extinction coeffi-
cient of the radially symmetric high scattering object is represented in the figure for the
heterogeneity as the rod (a), and as the pipe (b).

Thus, the experimental verification of proposed algorithm was executed, and the
images of the internal structure of model scattering objects are reconstructed. The ef-
ficiency of the offered algorithm of the reconstruction for spatial distributions of an
extinction coefficient for high scattering objects in an approximation of a proportional
scattering medium is experimentally proved.

Figure. The result of the reconstruction of the spatial distribution for an extinction
coefficient of the radially symmetric high scattering object for the heterogeneity as the

rod (left), and as the pipe (right)

There is established, that it is possible to visualize the internal structure of scattering
objects by the size down to 2 mm.
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Abstract. Since it is possible to process a huge amount of data using today’s
computer hardware, the demand for algorithms dealing with this type of data is
increasing. A major environment where these algorithms can be applied is obvi-
ously found within medical diagnosis and therapy. Nowadays, physicians are able
to observe 3D volumes over time. By using such four dimensional datasets, they
are able to observe and study movement of certain targets within the patient’s
body. Usually there are two main sources causing this movement: the patient’s
respiration and the beating heart. Both sources are producing a periodic move-
ment and there is often a demand to know how such a periodic movement affects
internal tissue. In this paper, a method is presented to address such periodical
moving targets within the body. The paper introduces a method to synchronize a
4D volume data time series with a 2D image time series. In general an assumption
is made, that both of the time series are representatives of two corresponding pro-
cesses with a sufficient amount of overlapping data. Synchronization is defined
as the allocation of both time series by using an optimal mapping that relates any
frame of one series to a corresponding frame of the other series. In order to con-
sider variations within the time series, the algorithm is based on a probabilistic
underlying markov process and is able to detect whether there is any correspon-
dence or not. As the mapping procedure is designed as an optimization process
it can be solved by using an optimization technique like simulated annealing or
dynamic programming. The effectiveness of the proposed method is shown on an
example out of the field of medical therapy. In general the solution can also be
used within diagnosis of cardiac motion abnormalities, respiratory motion com-
pensation in image guided interventions, respiratory motion management in radi-
ation therapy and segmentation and registration of 2D+time or 3D+time series.
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Fig. 1: From left to right: original similarity matrix with gain, computed bias field, similarity
matrix without bias field

1 Introduction and Background

The synchronization of two time series in general is well known and has been studied in
literature, considerably [1][2]. The main application, that has been looked at in literature
deals with indexing very large time series databases [1]. To find a mapping between two
time series in general, euclidian distance metrics can be used. Furthermore, dynamic
time warping has also to be considered as a technique to accommodate time differences
between an input series and a reference series. A classical one dimensional example ap-
plication for dynamic time warping is the synchronization of two utterances of the same
word, known as Levenshtein distance [4]. Furthermore, dynamic time warping can also
be used to synchronize two dimensional image time series. As dynamic time warping
is based upon dynamic programming [7], it is taken into consideration for solving the
stated problem. As dynamic time warping is not suitable to deal with periodicity within
the time series, we are using a markov process to incorporate the time dependency and
periodicity in the solution [10].

Various image similarity measurement techniques can be used to compare image
pairs and have been studied in literature [3]. We focused on mutual information as
primary image similarity measurement [5]. Additionally, we are also using singular
value decomposition to enforce rank criteria [9].

2 Image Based Synchronization

We consider a 4D image time series, consistent of i 3D volumes as reference sequence.
This sequence contains one complete cycle of the periodic moving target. Therefore,
the movement is divided into i different phases and each 3D volume represents one
particular phase. In order to be able to compare these phases to the second 2D image
time series, including j images, the dimension of the volumes has to be reduced by
factor one. This is done efficiently by calculating projections of the volume using the
same geometry as was used during the acquisition of the 2D image time series [8].

We use a similarity metric to compute the level resemblance among all possible
pairs of the two time series [3]. In general it is possible to use any proper metric; by
performing tests we identified mutual information as the most suitable metric to use.
By using this metric we build up a matrix and apply a normalization technique. There-
fore, we are using singular value decomposition to reduce the amount of bias by taking
various image pairs into account. Concluding, the result of a rank one forced similarity
matrix is subtracted from the original similarity matrix (see figure 1).

Furthermore, we introduce a stochastic process, which represents both of the time
series. Since, we are looking for the indices of the second time series with respect to
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Fig. 2: An example for a markov chain, the blue circles indicate the states including the transition
probability directions

the reference sequence without loosing generality we assume that the elements of the
reference time series are in fact the states of the stochastic process. A common way
to represent a stochastic process can be performed by using a markov model, which
includes the initial probability of each state and a transition matrix that expresses the
probability of the next states with respect to the previous state (see figure 2). The state
transition probabilites can be estimated by using the Baum-Welch algorithm [6]. In or-
der to account for possible deviations from the reference states, we add an additional
unknown state to the reference set. This unknown state accounts for any possible new
conditions that can happen on the second series and has not been present in the reference
sequence. The image similarity level for this additional state quantifies a non-matching
(poorly matching) case. For this purpose, since the number of none matching pairs su-
persedes the number of matching pairs, we use the median of the maximums of various
columns. By subtracting the range of the similarity values of the corresponding column
from this value we have determined the similarity level for the additional state.

In order to compute the mapping function, we set up a cost function, in which the
parameters are the labels for any image in the second time series relating them back
to the reference states including the unknown state. The cost function consists of two
terms, where the first one represents the image similarity matrix (data) and the second
one the markov process (model). According to this, we set up a function where we
can maximize the a posteriori probability by using Bayes’ theorem. In respect of the
Bayes theorem the first term represents the likelihood and the second term the a priori
knowledge as shown in equation 1.

L̃ = arg max
L

j<K∏
j=0

M(L(j), j)

 ×

P0(L(0))
j<K−1∏

j=1

S(L(j),L(j + 1))


likelihood prior

(1)

We are optimizing this cost function by using a dynamic programming approach
which incorporates the a priori knowledge.
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Q(i, j) =


∞ j < 0
M(i, j)× P0(i) j = 0
M(i, j) + max

i
(Q(i, j − 1)× S(i, j)) otherwise

(2)

Once we have computed the matrix Q in equation 2 recursively, we can solve the
above stated optimization problem as follows:

L̃(j) = ĩ = arg max
i

Q(i, j) for j ∈ [0,K]. (3)

3 Experimental Results

In order to evaluate the performance and usability of the proposed method, it was ap-
plied and tested on a medical therapy problem. Gated radiation therapy is one appli-
cation where a periodical motion is occurring and needs to be determined. We took
several 4D-CT scans from patients with a corresponding fluoroscopic sequence and
used the algorithm to synchronize both sequences. The goal was to determine the posi-
tion of a tumor related to the actual breathing phase based on the reference sequence.
We tested the algorithm using both, synthetic generated fluoroscopic sequences and
real acquisitions. As the 4D dataset was acquired prior to the fluoroscopic sequence,
all these sequences had slightly different patterns than the reference sequence. To judge
the quality of the algorithm we define two error measures, where the first error metric
indicates wrong labeled ’no-match’ situations and the second wrong labeled frames.
Correct correspondences for each frame out of the reference sequence were determined
by using split-screen and a blending display method. All tests were performed on an
Intel Centrino Duo CPU with 2.0 GHz and 2 GB of RAM using a NVIDIA Quadro FX
2500 display adapter. The average error of wrong labeled ’no-match’ situations was 11
percent and 9 percent for wrong labeled frames. Therefore in average 91 percent of all
frames are correctly labeled.

4 Summary and Conclusion

We proposed a model based image synchronization technique based on Dynamic Pro-
gramming. The procedure is able to find a mapping between a 4D data set used as a
reference and a 2D image sequence. By building up an image similarity table first, we
establish and solve a cost function afterwards. This function incorporates both the im-
age similarity values and the temporal aspect by using a stochastically model based on
a markov model as the underlying process. The method was tested on synthetic and
patient data and shows in average a correct labeling of the frames in 91 percent.
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Abstract. The Autosomal Dominant Polycystic Kidney Disease (ADPKD), which
is characterized by the growth of cysts in the kidneys, is one of the most common
genetic disorders. In order to better understand the disease and how it impairs the
renal function, as well as to develop new methods of treatment, it is necessary to
be able to perform quantitative longitudinal studies.
This work deals with the extraction of the desired measurement information from
Magnetic Resonance Imaging (MRI) scans with as much accuracy and as litte
effort as possible. The proposed workflow uses a 3D random walk segmentation
technique for the semi-automatic segmentation of the kidneys and employs the
watershed transform for the segmentation of the cyst volume as well as individual
cysts.

1 Introduction

The Autosomal Dominant Polycystic Kidney Disease (ADPKD) is one of the most com-
mon genetic disorders, affecting an estimated 12.5 million people worldwide. Over the
course of the disease numerous cysts develop in the kidneys, thus increasing the size of
the kidneys and destroying the kidney parenchyma. Oftentimes ADPKD is also accom-
panied by a cyst growth in the liver. In the end-stage of the disease, renal replacement
therapy (i.e. dialysis or renal transplantation) becomes usually necessary.

In order to better understand the course of disease of ADPKD and how it leads to
renal failure, longitudinal studies measuring the size of the kidneys, the cysts and the
remaining parenchyma have to be performed. Magnetic Resonance Imaging (MRI) has
already been used in several studies concerning ADPKD (see f. e. [1], [2]), but to our
knowledge, segmenting and evaluating the data has been done primarily “by hand” or
with simple thresholding techniques and not with segmentation approaches that offer a
higher degree of automation.

2 Material

For the experiments in this work we used coronal MRI scans of the abdomen, that were
acquired with a so called TRUFI (True Fast Imaging With Steady Precession) FS (Fat
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Saturated) 3D sequence on a Siemens Avanto 1.5 T whole body scanner. The volumes
have an in-plane resolution of 320 × 320 and 60 to 90 slices depending on patient and
kidney sizes. The corresponding voxel size is 1.4× 1.4× 2.5 mm3 (see Fig. 1a).

3 State of the Art

Currently the most often employed method to perform volumetric measurements of the
kidney is a manual segmentation using stereology [3]: A regular grid showing crosses
as the grid points is superimposed on a slice view of the volume. An observer manually
determines slice by slice whether a grid point is positioned over the kidney, a cyst or
any other tissue. This method is obviously rather laborious and also, depending on the
spacing of the superimposed grid, rather imprecise. Even more work is the manual slice
by slice segmentation of the kidneys’ outline. For higher resolution volumes and larger
studies these methods become quickly infeasible.

The cysts, which appear bright white in the T2 weighted MRI images, are com-
monly either segmented by stereology or by thresholding techniques. In general thresh-
olding is not ideal for this application, since MRI images often suffer from bias effects
that make a good global threshold impossible. Additionally it sometimes happens that
cysts are filled with blood as well as water. In this case the blood filled cyst appears dark
instead of bright white, which makes a solely intensity based segmentation unfeasible.

4 Segmentation of Kidneys

In order to segment the kidneys the heterogeneous tissue consisting of kidney parenchyma
and small as well as larger cysts has to be differentiated from the surrounding tissue and
from the usually also cystic liver. As the cysts completely deform the kidneys, it is also
not possible to employ prior knowledge about the shape of the kidney. Due to these
problems a semi-automatic method, the Random Walk segmentation is employed.

For the segmentation of the kidneys the Random Walk (RW) (see f. e. [4]) technique
is used. RW segmenation is essentially a graph based algorithm. In the case of images
or volumes each pixel is viewed as a node of the graph. Neighboring voxels are con-
nected by edges, which have a weight attached to them that depends on the gray value
difference of the voxels. A Gaussian weighting is used to emphasize edges.

wij = wji =
{

e−β‖gi−gj‖ if i and j are neighboring voxels
0 else

(1)

where gi and gj are the gray value intensities at node i and j respectively, β is a scaling
factor for the edge strength (in our experiments β = 700) and wij is the resulting
weight. Additionally a set of nodes has to be labeled by the user, for example by simply
drawing lines into the volume (see Fig 1c). Each non-labeled node is then associated
with the label region that a random walker started in that node would reach with the
highest probability. The probabilities that determine into which neighboring node the
random walker steps are determined using the weights wij .

pij =
wij∑
j wij

(2)
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(a) Abdominal scan (b) Kidney w. cysts (c) RW segmentation

Fig. 1: (a) T2 weighted, abdominal TRUFI 3D scan of an ADPKD patient; (b) closeup of the
right kidney with cysts; (c) segmentation of the kidney with cysts; red and blue lines are the user
initialization.

with pij denoting the transition probability from node i to node j. All in all it is now
simple to determine the conditional probabilities that the random walker reaches a set
A of user labeled nodes, before reaching a second set B.

P (A|vi) =


1 for vi ∈ A
0 for vi 6∈ B∑

j pijP (A|vj) else
(3)

Assembling the conditional probabilities P (A|vi) into a vector x we can write (3) as
the linear system

1 −p12 0 · · · 0
−p21 1 −p23

0 −p32 1
. . .

...
. . .

... 0 1 0 0
. . . . . . −pn−1,n

0 · · · 0 −pn,n−1 1


︸ ︷︷ ︸

A



P (A|v1)
P (A|v2)
P (A|v3)

...
P (A|vi)

...
P (A|vn)


︸ ︷︷ ︸

x

=



0
0
0
...
1
...
0


︸ ︷︷ ︸

b

(4)

where vi ∈ A is a user labeled node. The system matrix A is large, sparse and, due
to its diagonal dominance, positive definite. It is therefore possible to employ iterative,
sparse matrix solvers to (4). [4] employs a GPU based conjugate gradient (CG) method
as their linear solver. In our implementation we use a CPU based multigrid method in
3D, similiar to the 2D method presented in [5]. On a Pentium 4 3.0 GHz with 2GB of
main memory the calculation of the RW segmentation takes about 50 seconds for a 5.7
million (256 × 256 × 88) voxel volume. A future GPU based implementation should
greatly reduce this runtime.
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5 Segmentation of the Cysts

After the kidney is segmented, the cysts inside the kidney can be identified by using
the watershed transform on a smoothed gradient image. We used the implementation
provided by the Insight Toolkit [6]. The watershed basins corresponding to cysts are
selected manually, in order to avoid segmenting parts of the renal pelvis as cysts. Nat-
urally this also makes the segmentation of the darker blood filled cysts possible. The
manual selection of watershed basins also allows the identification of individual cysts.
If a cyst is oversegmented, all of its basins can be combined as well. This makes the
generation of statistics about the cyst sizes possible.

6 Results

The described methods have been incorporated into a commercially available software
for clinical evaluation. The segmentation of the kidney by the Random Walk method
was compared to a manual slice by slice segmentation (see table 1). The results show
a difference between the measurements of about 4% to 5%. This is almost on par with
the inter-observer variance of about 3.8% that we measured in previous experiments
with the manual segmentation. The time needed for the segmentation of one kidney
was reduced from about half an hour when using the manual segmentation to less than
5 minutes, while still obtaining a comparable accuracy.

7 Conclusions

It has been shown that image processing methods can reduce the effort in performing
volumetric measurements in MRI images while still attaining a high accuracy. Semi-
automatic methods allow this while retaining the control in the hands of the physician
performing the evaluation.
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Data Manual RW Rel. Err. Abs. Err. Cysts
1 483.18 469.1 2.91% 14.08 143.62
2 574.04 502.4 12.48% 71.64 254.51
3 600.18 588.6 1.93% 11.58 183.57
4 608.43 563.7 7.35% 44.73 159.15
5 614.7 588.4 4.28% 26.3 229.71
6 621.79 600.1 3.49% 21.69 324.67
7 648.22 607.3 6.31% 40.92 379.48
8 699.53 671.6 3.99% 27.93 395.47
9 765.19 728.2 4.83% 36.99 444.50

10 796.46 705.8 11.38% 90.66 345.68
11 796.65 780.4 2.04% 16.25 392.09
12 813.26 760.4 6.50% 52.86 462.64
13 819.03 797.1 2.68% 21.93 430.48
14 856.63 803 6.26% 53.63 454.45
15 861.36 819.1 4.91% 42.26 373.14
16 1060.13 1145.1 8.02% 84.97 593.03
17 1165.42 1125.8 3.40% 39.62 893.73
18 1195.33 1170.9 2.04% 24.43 693.49

Average: 5.27% 40.14
Average (w/o 2 and 10): 4.43% 35.01

Table 1: Evaluation of the Random Walk (RW) segmentation, using a manual segmentation as
ground truth. In the datasets 2 and 10 it is very hard to tell the liver from the kidney (due to the
cysts) even in a manual segmentation which makes some segmentation errors very likely. Results
have therefore been provided with and without these datasets included.
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Abstract. In this paper we present a fully automated approach to multiple scle-
rosis lesion segmentation in multi-spectral brain MRI data. The proposed seg-
mentation framework is based on the recently introduced probabilistic boosting
trees, which is a strategy for supervised learning. Foreground and background
voxels are distinguished by considering a 2D context surrounding the voxel of
interest and its transformation to a large set of Haar-like features. This allows for
building a discriminative model that captures class specific characteristics despite
of the well-known drawbacks of MR imaging. Training the model itself involves
two major steps: successively selecting and combining features that best sepa-
rate the training data by means of boosting and inductively grouping the resulting
boosted classifiers in a tree structure. By applying the equivalence of boosting
and additive logistic regression the approach is capable to derive a discriminative
model for voxel classification in terms of posterior probabilities. The final seg-
mentation is obtained after post-processing the preliminary result by stochastic
relaxation and a standard zero level set segmentation approach. The applicabil-
ity of the proposed method is demonstrated by quantitative evaluation within a
leave-one-patient-out cross-validation.

1 Introduction

Quantitatively assessing disease progression is a major concern in the case of multiple
sclerosis (MS)—a common neuropathological disease of young adults that primarily
affects cerebral white matter within the human brain. One of the indices characteris-
tic for the progression of the disease is lesion volume. However, manual quantitative
measurements on volumetric magnetic resonance (MR) images suffer from substantial
intra- and inter-rater variability [1], such that providing accurate and reliable automatic
segmentation tools to facilitate valid MS lesion quantification is of enormous interest.
Therefore, we propose a knowledge-driven approach for MS lesion segmentation in
multi-spectral 3D brain MRI data based on the recently introduced [2] probabilistic
boosting trees (PBT).

2 Methods

In order to distinguish foreground, i.e. lesion, and background, i.e. non-lesion, vox-
els within multi-spectral (FLAIR, T1, T2) MR volumetric data (408 × 512 × 19 and
408 × 512 × 21) without contrast enhancement we build a PBT in a similar manner
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to [3] to derive a discriminative model in terms of posterior probabilities for individ-
ual voxels from manually segmented training data. Subsequently in the segmentation
process, the results obtained by PBT are refined by stochastic relaxation [4] and a stan-
dard zero level set approach from the Insight Segmentation and Registration Toolkit
(ITK, www.itk.org). The latter uses anisotropic diffusion filtering [5] on one of the in-
put images to obtain a feature image guiding evolution of the zero level set. As the axial
resolution of the input data is low we restrict our approach to operate on down-sampled
2D axial slices (256× 256) without taking into account inter-slice voxel neighborhood
relations. The overall processing pipeline is depicted in Fig. 1.

Fig. 1: The proposed segmentation framework.

The framework’s first step PBT recursively groups boosted ensembles of weak clas-
sifiers to a tree structure during learning from annotated data. When Discrete AdaBoost
[6] is chosen as the boosting strategy this resembles building a binary regression tree as
the final boosted classifier

H(x) =
T∑

t=1

αtht(x) (1)

generated within each inner node for a feature vector x through a weighted combina-
tion of T ∈ N weak classifiers ht(x) with individual weights αt, t ∈ { 1, . . . , T },
asymptotically approaches the additive logistic regression model [7]:

H(x) ≈ 1
2

ln
p(y = 1|x)

p(y = −1|x)
(2)

where y ∈ {−1, 1 } denotes the classification outcome. Therefore, at each inner node
v of the resulting PBT with strong classifier Hv and outgoing arrows r−1

v and r1
v asso-

ciated with the possible classifications an approximation of the overall posterior proba-



118

bility p̃v(y|x) can be computed via the recursive formula

p̃v(y|x) = p̃β(r−1
v )(y|x) · e−2Hv(x)

1 + e−2Hv(x)

+p̃β(r1
v)(y|x) · e2Hv(x)

1 + e2Hv(x)
(3)

where β(r) denotes the node where arrow r ends. At leaf nodes a hard classification
p̃v(y = −1|x) = 1 and p̃v(y = 1|x) = 0 or p̃v(y = −1|x) = 0 and p̃v(y = 1|x) = 1
is returned.

For the purpose of classification it is tried to capture the structural variability of
foreground and background voxels by not only considering multi-spectral intensity and
gradient values but also, additionally, 17,472 Haar-like features [8] computed on a 15×
15 square centered at the voxel of interest. Those features derived from a subset of the
extended set of Haar-like feature prototypes [9] are represented implicitly in memory
by so-called “Integral Images”. This allows for fast re-computation of the features with
respect to a given voxel when actually assessed.

For a given voxel i the posterior probabilities p(yi = 1|xi) and p(yi = −1|xi) ob-
tained by PBT that determine the segmentation are smoothed by stochastic relaxation
independently from the initial features used by PBT itself. For this purpose the seg-
mentation y is assumed to form a Markov random field (MRF) with individual spatial
priors

p(yi) = p(yi|yNi
) = e−

β
2

∑
j∈Ni

Vij(yi,ȳj) (4)

where Vij(yi, ȳj) denotes the two-elemented clique potential of the classification yi

at voxel i and the mean classification ȳj of a neighboring voxel j. In this notation
d(i, j) denotes the Euclidian distance. In our implementation we use 10 iterations of
an algorithm similar to iterated conditional modes (ICM) [10] doing mean field-like
approximation to the true posteriors p(yi). The neighborhood Ni considered for each
individual voxel i is an intra-slice 8-neighborhood.

3 Material and Experimental Setting

For evaluation of the proposed method there were 6 manually segmented multi-spectral
MRI scans (FLAIR, T1, T2) of sizes 408× 512× 21 and 408× 512× 19 available. It
takes less than five minutes to process one of the MRI volumes in a non-optimized C++
implementation of our segmentation framework on a Fujitsu Siemens Computers note-
book equipped with an Intel Pentium M 2.0 GHz processor and 2 GB of memory. In
fact, processing may be significantly accelerated as soon as traversation of the learned
PBT is properly restricted by soft thresholding as originally proposed in [3]. Though, we
currently rely on complete traversation. The leave-one-patient-out approach was used
to train six different classifiers from approximately 70,000 randomly selected training
samples, i.e. voxels inside the head of the patients, uniformly distributed over all the
input slices. The maximum number of features selected by AdaBoost in each tree node
were increased level-wise beginning with 1 at the root node. The maximum depth of the
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(a) (b) (c) (d) (e)

Fig. 2: Segmentation results obtained by leave-one-out validation. The first row shows selected
slices of the FLAIR sequences of five different data sets. The second row shows the associated
segmentation result

Table 1: Performance indices obtained by leave-one-out validation for all of the examined data
sets.

Dice Pearson Sens. Spec. PPV NPV
1 0.7338 0.7356 0.8014 0.9989 0.6767 0.9994
2 0.7509 0.7575 0.6578 0.9995 0.8746 0.9984
3 0.5602 0.5601 0.5220 0.9987 0.6044 0.9981
4 0.8570 0.8581 0.9371 0.9967 0.7895 0.9992
5 0.0000 -0.0001 0.0000 0.9995 0.0000 0.9998
6 0.4912 0.5067 0.3929 0.9997 0.6550 0.9990

trees learned was restricted to 10. For stochastic relaxation β = 1.2 was chosen for em-
pirical reasons. The settings for anisotropic diffusion filtering and Laplacian zero level
set segmentation were adopted from ITK’s introductory example. With the hardware
and implementation mentioned above the duration of building one classification tree is
about 12 hours.

4 Results

As can be seen from the quantitative results in Tab. 1 three of the six classifiers reach a
Dice coefficient of more than 70% on their test data set, two reach about 50% and one
fails with 0% due to the lack of significant MS lesions in the associated data volume.
However, for a fully automated approach volumetric overlap of more than 50% can
be considered a remarkable achievement. Figure 2 gives a visual impression of the
segmentation results obtained.
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5 Conclusion
The method for segmentation of MS lesions in multi-spectral 3D brain MRI data dis-
cussed in this paper makes use of structural information by additionally taking into
account the context of a voxel for the purpose of classification. The presented results
show that by doing so supervised techniques like PBT can be employed for MRI tissue
classification even though they are usually—when relying on individual voxel inten-
sities only—considered inappropriate due to the typically large inter-scan variations.
This encourages further investigation of medical image segmentation approaches based
on boosting weak classifiers in the sense of features from large sets of feature candi-
dates. Future work involves further assessment and refinement of the proposed method
and investigation of alternative structural features that can be used in the context of
boosting.
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Abstract. A computationally effective image compression algorithm is proposed,
which applies multi-model arithmetic encoding for RD-optimized zerotree struc-
tured wavelet coefficient.

1 Preliminaries and General Statement of the Problem

During the last decade, functional bases of wavelets have attracted extraordinary at-
tention of researchers, both mathematicians and engineers. That useful tool has been
applied for digital image compression in JPEG-2000 standard. Development of image
compression algorithms is a very important point for numerous applications including
medical imaging and telemedicine.

Let X = {xk,m} be a matrix of grayscale image samples, let transformed matrix
of the same size W = {wk,m} be obtained from X by means of (n+1)-level wavelet
decomposition, as a result of nsteps of two-dimensional processing with dyadic filter
bank, W=W (X). We shall refer the term wavelet spectrum to W. In many cases wavelet
coefficients {wk,l} are convenient to be treated as a set of 2n×2n–element tree struc-
tures with root nodes lying in the lowest frequency subband. The root node has three
offspring nodes (direct descendants) and corresponds to the decomposition coefficient
at scaling function. Other tree nodes correspond to wavelet coefficients, each node hav-
ing four direct descendants, except for the leaf nodes of highest frequency subband, see
Fig. 1. Moving from root to leaves we increase both spatial resolution of base functions
and their frequency.

The approach of zerotree quantization traces back to the work of Lewis and Knowles
[1]: when scanning tree nodes from parents to descendants, it is possible to predict con-
tribution of wavelet coefficients into image decomposition from already processed (en-
coded/decoded) subbands, taking into account spatial properties of wavelets in image
domain. Lewis and Knowles introduced certain rules to make choice for every non-
leaf node, whether to prune its branch (zerotree quantize) or not. If pruned, all the
coefficients of branch are excluded from output data stream by coder and set to zeros
by decoder before image reconstruction. Apart from pruning, uniform scalar quanti-
zation is applied to those wavelet coefficients which are kept in non-pruned branches:
w̃i = Round(wi/q), where q is quantization step. For reconstruction, decoder uses
dequantized values ŵi = qw̃i.
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Fig. 1: Tree structures and parent-offspring relations of wavelet coefficients. Example for 3-step
transform.

According to [2] we use the following notations. For n−step wavelet transform,
we refer T to original full tree of all its 2n×2n nodes, which are denoted by indexes i,
i=0,. . . ,22n-1. A pruned subtree S ⊆ T is any subtree of T , which shares its root node.
We call leaves those nodes {i} of S or T which have no child nodes. Only root node i=0
has three children, all other non-leaf nodes have four children, see Fig. 1. By definition,
let residue tree Ui be a set of all descendants of node i,that is, Ui = Ti\{i}. Let Ci

denote a set of direct descendants (children) of i, then we can represent residual tree as
Ui =

⋃
j∈Ci

Tj .We call tree level or resolution level Lk (k =0,. . . ,n) a horizontal layer of

nodes in tree structure organized as shown in Fig. 1, greater index k is equal to higher
spatial resolution. Among the n+1 levels of n−step transform, L0={0} contains only
root node, and the set of the original leaves of T is Ln={22(n1),. . . ,22n-1}. Each level
corresponds to three spectrum subbands.

Developing compression algorithm, we shall restrict our consideration to the only
parameter for coding non-pruned nodes, which is step q for uniform quantization of
wavelet coefficients, similary to [2]. Therefore, we have to find a scheme to encode
both topology structure of Sand quantized values w̃i = Round(wi/q) of nodes i ∈ S.
Within the scheme, finding the best choice of (S∗,q∗) can be expressed in conventional
terms of rate-distortion theory in the following way: for the given λ≥0, among all topol-
ogy variants S ⊆ T and quantization steps q ≥0 find the pair (S∗,q∗) that minimizes
Lagrange RD-function,
J(S∗, q∗) = min

S⊆T,q≥0
[D(S, q) + λR(S, q)], (1)

where D is the distortion (data losses) caused by scalar and zerotree quantization and
R is the bit rate needed to encode the tree S. The externally given parameter λ balances
rate and distortion: to increase compression at the expense of greater error, λ should be
set higher. Following [2], the implementation of (1) is assumed to be two-level proce-
dure, which varies q and for each q finds the optimal topology S∗(q). That is
J(S∗, q∗) = min

q≥0
min
S⊆T

[D(S, q) + λR(S, q)]. (2)

Thereby, the key task of optimization lies in performing the internal minimization of
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(2) to find the optimal topology for given λ and q:
J(S∗) = min

S⊆T
[D(S) + λR(S)] ,

q = const, λ = const.
(3)

2 Specific Features of the Proposed Algorithm

2.1 Arithmetic encoding

For entropy encoding, we apply multi-model arithmetic coder, which may be consid-
ered as multiple objects of basic coder [4], each model corresponds to particular in-
put dataflow, with special extension added to simplify estimation of rates: entropy rate
needed to encode symbol c from input flow f is calculated by fast functions H(f, c)
using tabulated values of log2(x) and the same internal statistical modeling which is
applied for entropy encoding (outputting bits) itself.

2.2 Encoding the topology structure of tree

To encode topology of S, it was proposed [2] to create binary map {ni}which indicates
whether all the descendants of node iis zeroquantized or not: if Ui = ∅ then ni=0 and
ni=1 otherwise (i.e. at least Ci 6= ∅); see Fig. 2A. As the elements of any set Ci may
belong or not belong to zerotree all together only, it is essentially to tie the indications
{nj}j∈Ci

into united data symbol Ni=(ni1,ni2,ni3,ni4), a 16-symbol alphabet is to be
used to describe zerotree map then [3]. Obviously, the concatenated symbols Ni can
be expressed numerically as Ni=8ni4+4ni3+2ni2 + ni1. In order to exploit the corre-
lation of original indications {nj}j∈Ci

, the symbols {Ni} are arithmetically encoded.
Because of the introduced changes, concatenated indication Ni becomes related with
the node i of the higher level, see Fig. 2B.

Fig. 2: Difference in analysis for tree pruning: A – [2], B – proposed algorithm
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2.3 Using statistical dependencies between wavelet coefficients

The common idea used in [2] almost the same way as in [1] lies in the observation
that lower absolute value |wi| or energy w2

i of parent node entails higher probability
of zerotree root to emerge at the node i. It is possible to predict presence or absence
of zerotree more precisely building up predictor Pi as a sum of both energy w2

i and
energy of wavelet coefficients neighboring the node iin subband [1][2][3]. In order to
let decoder form the same predictions, quantized wavelet coefficients must be applied
to calculate predictors Pi, either w̃i = Round(wi/q) or ŵi = qw̃i. In our design, we
use the following weighted sum for predictor calculation:

Pi = 1
16

(
4 |w̃i|+ 2

∑
m∈I1(i)

|w̃m|+
∑

m∈I2(i)

|w̃m|

)
, (4)

the summation indices are defined for subband neighbors of node i according to Fig. 3.

Fig. 3: Weight coefficients used to build up predictor (4)

To encode concatenated indications Ni=(ni1, ni2, ni3, ni4) several statistical mod-
els are used. The rule of selecting appropriate model is defined by the function MapIndex(P̄i),
where P̄i = 1

4 (Pi1 + Pi2 + Pi3 + Pi4):

MapIndex(x) =


1, if x < 0.3
2, if 0.3 ≤ x < 1.1
3, if 1.1 ≤ x < 4
4, if 4 ≤ x

. (5)

To select particular models meant to encode those wavelet coefficients {w̃i} which
are not included into zerotrees, the function SpectrumIndex(i) is constructed. Both
inter-subband (between parent and children) and intra-subband (between neighbors)
dependencies are taken into account. To build up the intra-subband prediction compo-
nent for a current node j, its three already processed (encoded/decoded) neighbours are
applied:
sj = 0.36Pi + 1.06

(∣∣w̃jy

∣∣+ |w̃jx
|+ 0.4 |w̃jd

|
)
, (6)

where jy , jx, jd are the three already processed vertical, horizontal and diagonal neigh-
bors, respectively; and Pi is defined for parent node i (note that j ∈ Ci) by (4). To
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select particular model for w̃j encoding/decoding, the following definition is used:

SpectrumIndex(j) =



5, if j > 3 and sj < 1.72
4, if j > 3 and 1.72 ≤ sj < 4.10
3, if j > 3 and 4.10 ≤ sj < 9.80
2, if j > 3 and 9.80 ≤ sj < 26
1, if 0 < j ≤ 3 or 26 ≤ sj

0, if j = 0

. (7)

The model selecting thresholds for the rules (5) and (7) have been empirically ob-
tained in experiments carried out for test images.

3 Experimental Results and Conclusion

To assess performance of the proposed compression algorithm conventional character-
istics were used, when rate is expressed in bits per image pixel (bpp) and mean square
distortion is measured as peak signal to noise ratio (PSNR). Results reached for Lena
test image are shown in Fig 4. Five-step wavelet transforms were applied in all cases.
Commonly used 9/7 wavelet filters applied in JPEG-2000 were employed in experi-
ments represented in Fig. 4.

Fig. 4: Comparative performance of the proposed algorithm and JPEG-2000. ACDSee Pro Ver-
sion 8.1 (Build 99) used to measure JPEG-2000 characteristics

The algorithm described in this paper showed high results outperforming many
other state-of-the-art image compression algorithms. Free demo program implement-
ing the proposed algorithm is available at http://www.miet.ru/struct/6/ckb.html
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Abstract. We present an appearance-based method that extracts a new age-related
biomarker from retina images. The Principal Component Analysis is applied on
intensity values of the illumination corrected green channel of fundus images.
The algorithm does not use segmentation, is robust and shows a high range of re-
liability. It identified an age-related feature with a strong influence of the temporal
parapapillary area and the optic nerve head. The feature correlates with chrono-
logical age of the participants and is significantly influenced by the appearance of
cardiovascular risk factors such as smoking and hypertension, and thus it can be
designated a biomarker. We extract and validate a medical parameter from retina
images applying a purely data-driven approach without using any prior knowl-
edge.

1 Introduction

1.1 Concept of Biological Age

The concept of biological age is established as a general measure to quantify the “true
global state of [an ] aging organism” [1]. Because of the complexity of the human body
and the aging process the biological age (BA) is commonly understood as a combination
of several biomarkers. A valid biomarker must correlate with age and the influence of
the risk factors has to be validated.

1.2 State of the Art

One common approach to determine the BA is to combine several age-dependent biomark-
ers into a BA index using statistical methods [2,3]. Age-related biomarkers obtained by
multiple regression analysis, factor analysis [4], or principal component analysis (PCA)
[5] were combined into a new BA index.

The aging process can also be well observed on retinal images, especially changes
of the retinal tissue [6] and the cardiovascular system. As described in [7], the blood
flow in the optic nerve head is significantly correlated with age. These biomarkers are
mainly based on measurement of specific regions of the retina. The regions are obtained
manually or by automatic segmentation.
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1.3 Purpose

The purpose of the presented study is to extract and validate an age-related biomarker
from retina images using a purely data-driven approach. In contrast to extensive and
error-prone segmentation, this appearance-based technique [8] applies the unsupervised
Principal Component Analysis (PCA) on pixel intensities [9] of digital fundus images.

2 Methods

2.1 Image Processing and Feature Extraction

As the green channel of the RGB retina image provides the highest contrast among
the relevant structures, only that is used for further investigations. The images can be
illuminated unequally within the sample set and mostly show inhomogeneous back-
ground. In order to eliminate illumination variations, illumination correction by mean
filtering [10] is applied. The region of interest is restricted to a circular area around the
papilla center with a radius of 300 pixels. For PCA calculation, the selected circular
ROI is transformed to vector representation. Application of PCA on a set of input im-
ages yields multidimensional, but compact representations of these images. Each vector
component of the output is considered as a feature, independently from the others.

2.2 Statistical Analysis

The SPSS software (release 13.0; SPSS Inc. Chicago, IL, USA) was used for statistical
analysis. Measurement values from the transformation were standardized by subtract-
ing the mean value from raw data and divided by the standard deviation. Correlation
between a feature and age was expressed using the Spearman-Rho coefficient. The intr-
aclass correlation coefficient of reliability was calculated by determination of Cronbach
alpha at the 95 % confidence interval. The F-statistics tested wether the mean values be-
tween different subjects and between images of the same subject differed significantly.
The significance between controls and subjects at cardiovascular risk was calculated
using the Mann-Whitney test. All values are expressed as mean ± SD. A p-value <
0.05 was considered significant.

3 Data

The used database of the population-based screening project “TalkingEyes” [11] in-
cludes more than 45,000 pairs of retina images acquired since 2002 during a clinical
non-experimental cross-sectional survey. Color images of the retina (optic nerve head
centered, resolution 1216×1600, field of view 45◦) were acquired in a standardized pro-
cess. They were taken with a fundus camera (KOWA, nonmyd-alpha 45, Japan) without
pharmacological dilation of the pupil. Only images from the right eye of sufficient qual-
ity were evaluated. The PCA transformation for identification of age-related image fea-
tures was developed based on a randomly selected training set of 65 men (44.2 ± 11.4
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Fig. 1: Left: Age-dependency of the retinal feature in participants without cardiovascular risk
factors and retinal diseases. Right: The absolute eigenimage is depicted as a overlay onto a gray-
scale representation of the retina fundus image. The outlined region has a strong influence to the
proposed biomarker and is located at the temporal parapapillary area and the optic nerve head.

years) and 60 women (48.8 ± 12.6 years) without cardiovascular risk factors and with-
out pathological eye diagnosis. The resulting algorithm was tested on another subset of
controls (70 men; 41.8 ± 9.2 years and 78 women; 42.6 ± 9.6 years) without hyperten-
sion, diabetes, hyperlipidemia, manifest ocular diseases, microaneurysms, cotton-wool
spots, hard exudates, bleedings, neovascularizations, abnormalities of macular pigment
epithelium and with a refractive range of -5 to +5 diopters.

3.1 Reliability

Fundus images from further six participants (four men and two women) provided a
basis for assessing the reliability of the algorithm. Five fundus images were taken from
the right eyes of the six healthy subjects in one minute interval by one observer.

3.2 Cardiovascular Risk Factors

For estimating the influence of cardiovascular risk factors on the biomarker, the control
group was matched for age and gender to hypertensive subjects and smokers, respec-
tively, without any other cardiovascular risk factors. Forty-four men (45.5 ± 9.3 years)
and 26 women (51.2 ± 7.3 years) from the control group were opposed to the same
number of hypertensive subjects (age 45.5 ± 9.4 years; hypertensive for 5.9 ± 6.7
years and age 51.2 ± 7.3 years; hypertensive for 7.9 ± 7.1 years, respectively). Fifty-
seven male controls (41.7 ± 8.4 years) and 60 female controls (43.2 ± 9.4 years) were
opposed to the same number of male smokers (age 41.8 ± 8.5 years; smoking for 20.6
± 9.8 years; 15.3 ± 8.6 cigarettes per day) and female smokers (age 43.2 ± 9.5 years;
smoking for 20.1 ± 10.7 years; 13.5 ± 8.1 cigarettes per day).
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Table 1: Biomarker values for smoking and hypertensive participants

Hypertension Smoking
Gender Risk factor Control Sig. Risk factor Control Sig.

Male 0.10± 0.84 0.57± 0.95 0.01 −0.16± 1.29 0.72± 0.92 < 0.001
Female −0.46± 1.23 0.06± 0.99 0.09 −0.12± 1.10 0.24± 0.98 0.048

4 Results

4.1 Correlation of the Retinal Biomarker with Age

The PCA generates a multidimensional and compressed representation of an image. The
PCA transformation was determined using the training set. The images of the training
set were compressed using this transformation and each vector component was evalu-
ated for age correlation. One feature showed a significant correlation with age. To check
the feature, the correlation was also tested on the control group. In male control subjects
Spearman coefficient was -0.284, p = 0.017 and in female control subjects -0.374, p =
0.001. Figure 1 shows decreasing feature values with increasing age.

4.2 High Influence Regions of Retina to Biomarker

The PCA calculates several linear combinations that are applied to the input data. As
each linear coefficient is associated to a pixel position, it can be illustrated as a so-called
eigenimage.

The absolute eigenimage of the biomarker is presented in Figure 1 and allows an
anatomical interpretation of image regions. The regions with the highest impact to the
biomarker are located at the temporal parapapillary area and at the optic nerve head.
This region is medically relevant and changes with age.

4.3 Retinal Biomarker in Subjects with Cardiovascular Risk

The biomarker in age-matched hypertensive patients and smokers differs significantly
from control. As shown in Table 1, the existence of a cardiovascular risk factor like
smoking or hypertension causes a significantly lower biomarker value.

4.4 Reliability

A Cronbach alpha = 0.953 indicates high reliability of the algorithm. Mean values be-
tween subjects (df = 5) and between the images of one subject each (df = 4) did not
differ significantly (F = 0.87, p = 0.985).



131

5 Discussion

In the present study, we have established an age-related biomarker derived from retina
images. The algorithm is based on fairly simple PCA and does not use segmentation.
It is robust and shows a very good range of reliability. The temporal parapapillary area
was identified as retinal region with the highest impact to the proposed biomarker. The
validity of the biomarker was proven by the significant influence of cardiovascular risk
factors such as hypertension and smoking. In conclusion, it was possible to extract
and validate a medically relevant parameter by applying a purely data-driven approach
without using any a priori knowledge.
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Abstract. Stents implanted in the superficial femoral artery have a high fracture
rate, and the exact reasons for this are not known. No studies have quantified the
exact stent deformation in-vivo, but it is hypothesized that such stents undergo
significant bending and torsion during normal activity, causing such fractures.
Providing information about the nature of the deformation has the potential to
help to elucidate stent fracture mechanisms in the superficial femoral artery as
well as describe mechanical loading boundary conditions to guide the design of
future stents. In order to get an impression about the deformation we compared
the stent structures. Therefore we developed a framework for extraction of stent
structure representing graphs and a new mapping method. Our framework al-
lows the computation of basic information, such as stent length and magnitude
of bending, of C-arm CT imaged stents. This computation is based on an center-
line extraction, which forms the basis for the stent structure-graph representation,
enhanced with feature-points on the stent grid.
Our new structure based mapping (SBM) of this stent structure representation
provides an impression of the stent deformation by overlapping the straightened
stent structure-graphs. In the results we verified the algorithm by mapping simu-
lated, in-vitro phantom and in-vivo data sets and comparing these with a straight-
forward rigid registration of the 3D stent structure-graphs.
We show the advantages of the developed algorithm and compare it to a rigid reg-
istration. Further more we point out the ability to map stent structures with sev-
eral deformations. Our method can illustrate structural stent deformation based
on stent grid points currently limited for non-rotational and non-torsional defor-
mations.

1 Introduction

The superficial femoral artery (SFA) is prone to the development of atherosclerotic
lesions, and is often treated with the combination of percutaneous transluminal angio-
plasty and stent deployment [1]. Unfortunately, the restenosis / reocclusion rate of SFAs
after angioplasty and stenting has been reported to be high, with 1-year failure rates
from 19% to 71% (see [2] and [3]). Recent studies estimate that stents in the SFA frac-
ture at a rate as high as 35%, and it has been hypothesized that these fractures may
be correlated to restenosis and the return of clinical symptoms (see [4] and [5]). Due
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to limitations in current pre-clinical testing, device failures are often not detected un-
til clinical use. It has therefore become a high priority among the stent manufacturers
and the FDA3 to elucidate the in-vivo mechanical environment of the SFA and fracture
mechanisms of implanted stents. Vascular stent fractures have been reported in different
arteries, however, it suspected that the SFA may experience these fractures at a higher
rate. The SFA is hypothesized to undergo dramatic non-pulsatile deformations in the ad-
ductor canal including axial compression and extension, radial compression, bending,
and torsion [4]. Due to research on the axial and twisting deformations of the SFA [6]
it is clear that this deformations are unpredictable a priori, but have strong symmetries
between left and right SFAs in terms of arc length, length change, and direction of twist.

2 Mapping

Due to the fact that MR can visualize soft tissues and is not able to visualize thin metal
structures like them of SFA-stents, we developed a framework to visualize the influence
of deformation forces on the stent structure. Therefore we extract the structure informa-
tion out of C-arm CT imaged stents using grid crossing feature-points. We previously
developed a centerline computation to extract basic information out of C-arm CT ac-
quired stent images. By combining this centerline with the extracted feature-points,
henceforth called leaf-points, we created a tree-like graph which represents the stent
structure. This convenient representation builds the basis of our approach. The com-
puted centerline is sampled and represented by a 3-dimensional linear B-spline with
n control-points. For each leaf-point, mesh grid crossing, we compute the orthogonal
projection onto the centerline, defining the appropriate fork-point. A leaf-point and the
corresponding fork-point define then a feature-vector.

To map a template stent structure-graph onto a reference we first use the centerline
and their representation. Applying a linear mapping of the template centerline control-
points onto the reference centerline implies that the starting and end point of the cen-
terlines are the same. Since the deformation influences also the length of the centerline,
it is scaled linearly. In the second step the feature-vectors are translated by mapping the
fork-points in the same way as the control-points onto the mapped centerline. Due to
the fact the the feature-vectors loose the property to be perpendicular to the centerline it
is necessary to transform them. We compute the perpendicular part for each projection
of the feature-vector onto the mapped centerline to keep the orientational direction. By
normalizing this part and afterwards scaling it with the original length, we achieve again
the perpendicular feature-vectors. The basic idea of the SBM technique is sketched in
Figure 1 while an acquired stent phantom shows the relation between the stent structure
and the stent structure-graph in Figure 2. Figure 3 shows an visualized example (refer-
ence, template and mapped stent structure-graph) of our mapping technique.

A pseudo algorithm can be defined in the following steps:

3 U.S. Food and Drug Administration
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Fig. 1: Principle of centerline and feature-vectors. The control points of the template centerline
on the right are mapped to points on the reference centerline on the left and define the mapped
centerline, while three example feature-vectors are also translated and aligned.

1. Map the centerline by scaling the length and compute the corresponding control-
points on the reference centerline.

2. Translate the feature-vectors by mapping the fork-points onto the mapped center-
line.

3. Transform the feature-vectors such that they are again perpendicular to the center-
line.§

3 Results

To compare our approach with a straightforward 3D-rigid registration of the extracted
stent structure representing graphs, we used simulated data, where the point correspon-
dencies between reference and template stent structure-graphs for the leaf-points are
known. By mapping a translated and transformed (due to stretching or bending) stent
structure-graph, generated with certain uniform distributed added noise, onto a straight
one, we could measure the number of correct mapped nearest neighbor paired leaf-
points and compute the detection rate. The detection rate is defined by the ratio of cor-
rect mapped leaf-points and overall possible correct paired leaf-points. We examined
the influence of noise on both algorithms. Further measured the mean detection rate for
stretching and bending deformations and finally the influence of missing leaf-points,
which simulates missing feature-points. Overall we simulated over 50 experiments with
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Fig. 2: The correspondence between extracted features from a in-vitro phantom data presented as
a stent structure-graph and the in-vitro stent structure of the phantom is shown. Start- and end-
point of the centerline is indicated by the green and blue sphere. The leaf-points are visualized as
red spheres.

different setup to achieve realistic results. Table 1 shows the results represented by the
mean detection rates for our simulations. The table indicates, that our method is more
sensitive to noise, but outperforms the 3D-rigid registrations in all other simulations.
However for the test with the stretch and bend deformation, this result could be as-
sumed, but the 3D-rigid registration is more sensitive to the number of missing feature-
points. The computed parameters and visualized mapping results indicate clearly dif-
ferent kind of deformations.

4 Summary & Conclusions

We showed a developed stent structure-graph mapping based on the centerline computa-
tion of stents and features on the stent surface. The achieved results show the coherence
on the stent structures and indicate different kind of deformations.
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Fig. 3: The centerline sample points and feature-vectors of the template stent structure-graph
(light blue leaf-points) are mapped on the reference stent structure-graph (red leaf-points). The
mapping result (yellow leaf-points) shows the advantage of our method.

In contrast to a straightforward 3D-rigid registration, our proposed algorithm en-
ables the visualization of structural deformations. With respect to the simulations our
algorithm performed better results for stretch and bend deformations and is less sensi-
tive to missing feature-points.

We conclude that the mapping technique is very well suited to compute and evaluate
different kind of deformation on stent structures. Our visualization allows guiding the
development of future stents.
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Mean detection rates for
experiments with simulated data

Test/Method SBM 3D-rigid

Noise Test 20.10% 22.20%
Stretch Test 85.70% 29.30%
Bend Test 87.20% 55.10%
Missing Points Test 89.48% 57.27%

Overall 70.12% 40.96%

Table 1: Result overview for simulated experiments with our structure based mapping (SBM) and
a 3D-rigid registration.
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Abstract. Techniques of physiologic data control (e.g. heart rate) as they are
non-invasive are especially effective and give an opportunity of automation. Mo-
bile solutions for health control problems are based on ECG-registration with
small-sized mobile gauge and subsequent analysis of heart rhythm variability. By
using as hardware one wireless small-sized gauge and modifying the program
on a mobile phone or PDA, it is possible to use various techniques of functional
health condition estimation depending on the system applications.
Index Terms – smartphone, Bluetooth, vital parameters, ECG

1 INTRODUCTION

Now methods and means of health control are important for sports medicine, fitness
and home care, which is due to the fact that we can see that more emphasis is now
placed on the prevention of diseases rather than treatment. In all industrially developed
countries, a healthy lifestyle is intensely advocated and popularized. Regular sports
activities and exercise are viewed as one of the most essential components of a healthy
lifestyle, however, an analysis of the impact of exercise on individual human health
shows that it often has no invigorating effect and sometimes even causes a worsening
of an individual’s health. Nevertheless, any sports activities and exercise are a powerful
factor influencing a person’s health. As a rule, the absence of medical monitoring or
quality self-control essentially reduces the invigorating effect of exercise [1].

One of the best ways to measure the influence of exercise on a human body is to an-
alyze its physiological parameters (pulse, blood pressure, body temperature, etc.). Cur-
rently fitness management devices are represented on the market only by pulse monitors
produced by Polar, Reebok, CardioSport, FreeStyle and Sensor Dynamics [2]. However,
monitoring health condition by pulse measurement is acceptable for no more than 50%
of the population. This is related to the fact that this method of control does not provide
a complete account of individual and age-determined features of the human body. In
addition, the method does not allow efficient planning of exercise. Therefore, the use
of pulse monitors does not preclude the necessity of supplementary observation of the
athlete’s condition by medical doctors and coaches.

Fitness management based on diagnosing the functional states of the body does
not have these disadvantages. Diagnostics and registration of functional states of a hu-
man body are considered to be an optimal method of selecting any kind of exposure,
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including exposure to exercise. Monitoring the condition of an organism enables con-
sideration of individual features of people, planning their workload, discovering signs
of overstrain and, consequently, exercising on a higher quality level.

The evaluation of the functional body state in clinical and sports medicine is carried
out with the help of techniques based on studying the functional state of separate body
systems: the organs of blood circulation, respiratory apparatus, organs of the nervous
system and the muscular system. Such methodologies include the PWC-170 test, the
Harvard step test and the evaluation of the maximum quantity of oxygen consumed.
Despite their reliability their use in sports practice is fairly limited. The main reason
is that these methodologies are laborious, hard on the athlete undergoing testing and
require medical control.

During the last 10-15 years the evaluation of the functional body state based on the
analysis of the heart rate variability (HRV) has become wide-spread. This method is
successfully used in professional and clinical medicine as it is non-invasive, especially
effective and gives an opportunity of automation.

2 OVERALL REVIEW

One-channel ECG-registration system working under continuous monitoring conditions
has been developed by us to evaluate functional body state by means of HRV. Hardware
based on a small-sized mobile gauge consists of electrode system, biopotential ampli-
fier, information accumulation system and self-contained power supply.

In case of natural person’s body mobility ensuring convenient and qualitative ECG-
registration is a big trouble. To avoid this we have implemented the gauge’s electrode
system as an elastic belt with extensive electrodes made from conductive rubber and
located on the internal side of the belt. The extensive electrodes provide good condition
for natural sweating, which reduces physiological artifacts. The mobile gauge has a very
useful location at the metasternum level, does not prevent person’s movements and pro-
vides bipolar electrocardiogram lead registration, which is close to the 1st Eintkhoven’s
electrocardiogram lead.

Having generalized modern microcontroller’s achievements in the given work we
have decided to use õ51-compatible microcontroller Cygnal from the F06 family man-
ufactured by SiLabs [7]. The microcontroller has a built-in 16-bit ADC with sample
rate of about 1 billion samples per second. The controller is not only good at energy
saving, but also has efficient production of up to 25 MIPS. To date it is one of the most
powerful controllers as compared to a combination of analog and digital peripherals.
The usage of such controller has proved to be able to provide a signal oversampling and
averaging in order to increase signal-to-noise ratio from 98 to 116 dB.

The storage battery with the rated voltage of about 3.7 V and the capacity of 800
mAh has been utilized for the purposes or electrical safety, decreasing the overall power
consumption, increasing off-line supply source downtime and reducing overall dimen-
sions of the mobile gauge.
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3 WIRELESS TECHNIQUE

Note that electronic devices are connected to one another in a variety of ways: a cable
connects a computer’s processing unit to a display, a data cable and a docking cradle
connect a personal digital assistant (PDA) or a cellular phone to a computer, radio waves
connect a cordless phone to its base unit, an infrared beam connects a remote control
pad to a television. An elaborate array of connectors among electronic devices calls for
a better solution, especially in mobile gauge.

There are two approaches to the organization of a biotelemetry channel in radio-
frequency technology: self-development of radio transmitters or usage of standard ra-
dio transmitters to solve a reliable data transfer problem over short distances. Among
modern wireless standards, as you might know, are Wi-Fi, ZigBee and Bluetooth.

The most energy-saving radio-technology is ZigBee, whose radio-transmitters can
work up to 5 years using one AA-battery. Nevertheless, ZigBee technology couldn’t be
used for continual monitoring, which is due to very long sleep-time in comparison with
active one.

Too high data rate (up to 54 Mbps) and high range (100 m) in Wi-Fi have resulted
from increased overall power in a mobile gauge and in all very small-sized mobile
devices as well.

Consequently, we have selected Bluetooth technology from a set of popular wire-
less techniques mainly because of its low-cost, short-range and energy-saving technol-
ogy that has become popular among those who want to create personal area networks
(PANs).

4 POST-PROCESSING

While Bluetooth hardware has advanced, there had been no standardized way to develop
Bluetooth applications - until special application programming interface (API) JSR-
82 came into play [3, 4]. It is the first open, non-proprietary standard for developing
Bluetooth applications using the Java programming language (with J2ME in mind). It
hides the complexity of the Bluetooth protocol stack behind a set of Java APIs that allow
you to focus on application development rather than the low-level details of Bluetooth.
Bluetooth and J2ME can work together to achieve this unified vision. Bluetooth allows
devices to communicate wirelessly and J2ME allows you to write custom applications
and deploy them on mobile devices [5, 6].

Thus, there is a possibility of using a mobile gauge to register EGC signal and smart
phone application or PDA (such as Palm or Pocket PC) with built-in Bluetooth support
for subsequent ECG post-processing. In such a way we have developed a J2ME pro-
gram, which can be connected to a mobile gauge. On establishing a connection the dig-
itized ECG is displayed on the smartphone’s screen. The adaptive algorithm of electro-
cardiogram QRS detection using combined adaptive threshold works at pseudo-realtime
implementation on the Smartphone and provides heart rate visual representation.
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5 CONCLUSION

The system is aimed at using in fitness and Life Science. The hardware extension with a
GPS-receiver (with Bluetooth interface) allows supervising person’s movements, which
is useful in sports medicine. Automatic SMS messaging allows signaling emergencies
which expands the system’s capabilities in home care. GPRS-network presence allows
monitoring of physiologic parameters at home or in remoted places.

Thus, using as hardware one wireless small-sized gauge and modifying the program
on a mobile phone or PDA, it is possible to use various techniques of functional health
condition estimation depending on the system applications.
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Abstract. In medical instrumentation the demand for small battery wearable
measurement and control equipment is still growing. In the field of Electrocar-
diography 24 hour ECG recorders for medical applications and wireless pulse
per minute measurement belts with watch displays for consumer applications are
on the market. The discussed solution addresses high precision time measure-
ment between ECG pulses. An integrated circuit was developed which measures
the pulse duration with 12 bit resolution. The device includes preamplification,
fully integrated bandpass filter, peak detector, time measurement unit and FSK
modulator for wireless transmitter. The chip consumes 200 uA at 3.3 V supply
and occupies an area of 2.1 mm2 on a 0.35 um CMOS DPTM Process with 0.5
mm2 core area only.

1 Introduction

Electrocardiography signals show a typical signature with a peak for each heart beat.
For some heart diseases, like arrythmics, measurement of the duration between two
peaks is very important. Using clinical ECG equipment these measurements can be
done by calculations on the stored data.
Our aim however was to develop a low power pulse duration measurement device which
is equipped with short distance wireless transmission. So the user may wear it quite
unseen on his body with a receiver in his pocket, his watch or mobile phone for outdoor
activities or a computer for indoor patient monitoring.
First we had to decide on the measurement resolution. An analog decision error can be
calculated by equation 1.

terr =
V referr

S
. (1)

Assuming a typical peak slope S of 15mV/ms for a normalized 0.5 V peak amplified
by a factor of 100 and a noise floor on the reference voltage Vreferr of 5mV the analog
decision error is about terr = 0.33ms. Based on the expected analog accuracy we decided
on a relaxed resolution of 1 ms for the digital time counter. This is good enough for
consumer applications and for most clinical measurements, too. With a 12 bit time
counter an ECG pulse time from 15 beats per minute up to more than 200 beats per
minute can be evaluated.
Next the measurement bandwidth must be decided. The IEC IEC60601-2-47: ”Medical
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electrical equipment” norm defines a measurement band width of 0.67 Hz to 40 Hz for
portable applications. For high precision clinical applications an extended bandwidth
of 0.6 to 250 Hz or even 1 kHz is recommended. For our peak detection application a
reduced bandwidth of 0.8 Hz up to 20 Hz is quite enough. In this case an additional
50/60 Hz power line notch filter is not necessary [1].
The module will be supplied by a lithium cell with 3.3 Volt and 24 mAh. Supply current
for the total measurement module should be less than 1mA to guarantee a 24 hour
operation. Fig. 1 shows a block diagram of the module consisting of a master clock
generator, the measurement chip and an FSK-Modulator for a 128 kHz low frequency
short distance transmission.

Fig. 1: Module Block Diagram

2 Chip Architecture

One of the main requirements was to integrate as many elements as possible in the de-
vice. A block diagram of the device is shown in Fig. 2.
A differential preamplifier with a gain of 10 is used for acquisition of the signal from the
body. The following band pass is implemented with a switched capacitor high pass and
a low pass function driven by a non overlapping clock of 500 Hz. The 3 dB-frequency
of the high pass is specified with 0.8 Hz and 20 Hz for the low pass [4].
The filtered signal is amplified by the following stage by a factor of 10. The peak de-
tector consists of a comparator function, a digital debounce circuit and a pulse former.
Consequent pulses from the peak detector are used to start/stop the 12 bit gate counter.
The pulse can be observed at pin R. A 16 bit serial data output frame is formed in
the modulator block adding two leading und two trailing bits to the data. The 16 bit
data word is transmitted three times for transmission security. FSK-modulated data is
available on pin FSK for wireless transmission.
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Fig. 2: Block Diagram of the Pulse Measurement IC

3 Operational Amplifier

A new type of operational amplifier RE OB09 was designed for the application (Fig.
3) [2], [3]. Simulations show an open loop gain of 55 dB, GBW is 5.2 MHz and phase
margin is 57 degree for a load of 1 pF. The OPAMP is optimized for low noise and low
power. A comparison between the new designed cell and library standard cells given in
Table 1 shows a figure of merit of 6816 compared to 29000 for the next best low noise
operational amplifier.

Fig. 3: OPAMP RE OB09

OPAMP Noise at 10 Hz IDD
[nV\SqrtHz] [uA]

Standard OP 550 100
LowNoise OP 100 290
Wideband OP 150 1500
RE OP09 426 16

Table 1: Noise over supply current

4 Simulation and Measurement Results

Fig 4 shows the simulated bandwidth of the differential preamplifier. Gain is 20.9 dB.
The 3 dB frequency is 60 kHz and the power consumption is 50 uA. For the following
SC- band pass filter a 3 dB frequency of 0.8 Hz was measured for the lower band and
11 Hz for the upper band. Figure 5 shows measured results for a square wave test signal
of 1Hz at the differential input. The lower curve (3) is measured at the output of the
second amplifier, the middle curve (1) is the pulse output R of the peak detector and the
upper curve (2) shows the burst of the 16 bit data word at pin SER transmitted 3 times.
Figure 6 shows the data start peak R (1) for the measurement, the serial data (2) from
the last measurement cycle and the FSK modulated output (3).
From the measured serial data stream for different pulse signals with fixed frequency a
total error of less than +/5 ms can be expected.
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Fig. 4: Frequency response of pream-
plifier

Heartbeat Pulse Serial Data Error
bpm [s] [digits] [digit]

54.5 1.1 1096 -4
60.0 1.0 1000 0
66.6 0.9 902 +2
75.5 0.8 798 -2
85.7 0.7 702 +2

Table 2: Measured serial data output

Fig. 5: Measured output for 1 Hz input
signal

Fig. 6: Diagrams for serial and FSK
modulated data

5 Chip Design

The device is implemented on a 0.35 um DPTM CMOS process. Analogue and mixed
signal simulations are done with SPECTRE. The layout is shown in figure 7. Chip size
is 1.4 mm x 1.5 mm.

6 Conclusion

A pulse measurement unit for electrocardiographic applications was developed, inte-
grated and evaluated. A new operational amplifier was developed with a good noise
performance and low power consumption. A fully integrated switched capacitor high
pass filter with a 3 dB frequency of 0.8 Hz @ 500 Hz clock frequency was used to
remove the low frequency signals. The macro function can be implemented easily in
ECG aquisition systems.
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Abstract. Medicine is going to use noninvasive instrumental methods where
they are possible. Precardiac rheocardiogram technique could be considered as
an additional tool for ultrasound or even as a self-dependent procedure for the
determination of heart’s functionality. In precardiac rheography method’s devel-
opment it is essential to solve several tasks: direct task and indirect task. Solving
direct and indirect tasks in the precardial rheocardiography (preRCG) and calcu-
lating parameters of the heart’s model, we can estimate location of the heart and
also determine its biomechanical parameters.

1 Introduction

It is difficult to overestimate the importance of state-of-the-art and precise heart di-
agnostics, such as the determination of disorders in the hemodynamic function of a
cardiovascular system. It is associated with a large number of lethal outcomes as a re-
sult of heart diseases. It is significant that heart diseases rank among the world’s most
dangerous diseases. Stress and bad ecology aggravate the situation. Hence, it is nec-
essary to develop some medico-engineering solutions which could allow us to control
hemodynamic parameters for a long time.

There are a lot of invasive and noninvasive methods to determine the cardiovascu-
lar system’s functioning parameters. Nowadays medicine is going to use noninvasive
instrumental methods where they are possible. Thus, the precardiac rheocardiogram
technique could be considered as an additional tool for ultrasound or even as a self-
dependent procedure for the determination of heart’s functionality. In precardiac rheog-
raphy method’s development it is essential to solve several tasks, one of these being the
distribution of electric potentials modeling in the precardiac area (direct task) and the
other one being the determination of model parameters by means of these distributions
(indirect task).

Thereby, solving direct and indirect tasks in the precardiac rheocardiography (pre-
RCG) and calculating parameters of the heart’s model, we can estimate the location
of the heart and also determine its biomechanical parameters, such as stroke volume,
heart-rate etc.

2 Precardiac rheocardiography technique

Examinations carried out are connected with tool elaboration to determine cardiovas-
cular system’s functioning parameters by using impedance methods. At the same time



150

measurements are realized in the precardiac area, since such allocation of current and
measuring electrodes allows increasing method’s precision.

The essence of this technique is that for measurement purposes 4 electrodes usually
have to be applied to the body surface. Two electrodes (usually called current elec-
trodes) are used to pass a constant alternating current with a high frequency (60 - 100
kHz) and very low amplitude (1 mA). The current is imperceptible to the patient and
does not cause any physiological reactions. The other two electrodes (usually called
measuring electrodes) are placed between the current electrodes and measure the volt-
age which is caused by the current flowing through the body segment. This voltage
corresponds to the impedance of the body segment and changes in blood volume varia-
tions. On this basis the blood flow can be measured and analyzed.

Two biological tissue models are used for solving direct and indirect task in precar-
diac rheography method:

– Precardiac area is considered as horizontally layered medium with two layers: up-
per layer (thickness h1 and specific resistance ρ1) and lower layer (semi-infinite
layer with specific resistance ρ2) – two-layered model

– Precardiac area is considered as horizontally layered medium with three layers:
upper layer (thickness h1 and specific resistance ρ1), middle layer (thickness h2 and
specific resistance ρ2) and lower layer (semi-infinite layer with specific resistance
ρ3) – three-layered model

Besides, we take into the following considerations for polylayer model’s construction:

– Electrical properties of each layer are invariant under direction
– Employed electrodes are dotty and they are placed on the surface of the upper layer
– Field function caused by the current electrodes meets the Laplace’s equation every-

where, excepting placement of the current electrodes.

3 Direct task

Provided poly-layer model using we consider tissue compound, which contains mus-
cle tissue (ρmuscle = 5 Ohm·m), pulmonary tissue (ρpulm = 8 Ohm·m), myocardium
(ρmyo = 5 Ohm·m, hmyo = 0.02 m) and bone tissue (ρbone = 10 Ohm·m). In case of
two-layered model this compound is replaced by effective specific resistance ρ1, up-
per layer’s thickness is determined by occurrence depth of the heart, h1 = 0.1 m, and
specific resistance of lower layer corresponds with specific resistance of blood (ρblood

= 1.0-1.5 Ohm·m). In case of three-layered model we consider myocardium layer as
separate layer.

The major mathematical modeling of preRCG involves calculation of the forward
and inverse problems. In the forward problem the governing equations in the preRCG
field are derivable from Laplace’s Equation (electrostatic approximation for low fre-
quency).

A three-layered model will be considered in this section, because such mould im-
itates precardiac area properties very well. A three-layered heart’s model is shown in
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Fig. 1: Three-layered heart’s model

Fig.1. In points A and B current electrodes are placed, measuring electrodes are placed
in points M and N, respectively.

In case of cylindrical symmetry of the model, Laplace’s Equation is written as:

∂2ϕ

∂r2
+

1
r
· ∂ϕ

∂r
+

∂2ϕ

∂z2
= 0 (1)

To solve equation (1) we can make use of the boundary conditions, i.e. the poten-
tial’s continuity and current density’s normal component’s continuity at the bedding
interface. Besides, we take into consideration that air is not a good electrical conductor
and potential at infinity must be equal to 0:

ϕi| z=hi
= ϕi+1| z=hi

(2)
1
ρi
· ∂ϕi

∂z
| z=hi

=
1

ρi+1
· ∂ϕi+1

∂z
| z=hi

∂ϕ1

∂z
| z=0 = 0, asρair = ∞

ϕsemi−infinite | z→∞ → 0

By using these boundary conditions the expression for impedance on the body’s
surface is:

R(a, b) =
ρ1

π
· [ 1

a2 − b2
+
∫

A1(m) · J0[m · (a− b)]dm −
∫

A1(m) · J0[m · (a + b)]dm]

A1(m) =
N

D1 + D2

N = (ρ2 − ρ1) · (ρ3 + ρ2) · e−4·m·h1 + (ρ2 + ρ1) · (ρ3 − ρ2) · e−4·m·h1−2·m·h2

D1 = (ρ1 + ρ2) · (ρ3 + ρ2) · e−2·m·h1 + (ρ2 − ρ1) · (ρ3 − ρ2) · e−2·m·h1−2·m·h2

D2 = (ρ1 − ρ2) · (ρ3 + ρ2) · e−4·m·h1 + (ρ1 + ρ2) · (ρ2 − ρ3) · e−4·m·h1−2·m·h2

Final impedance vs. range between current electrodes relationship is shown in Fig.2
(range between measuring electrodes is 0.05 m).
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Fig. 2: Impedance vs. range between current electrodes (distance between measuring electrodes
equals 5 cm

4 Indirect task. Apparent resistivity conception.

For homogeneous half-space with specific resistance ρ(r) relationship looks:

ρ(r) =
2 · π · r2

I
· ∂ϕ1(r, 0)

∂r
(3)

In case of tetra polar gradient electrode system (Fig.1), provided MN << AC:

ρ ≈ π ·AM ·AN
MN

=
π · (a− b) · (a + b)

2
b ·RMN (4)

If medium is not homogeneous ρ is called apparent resistivity. It is denoted ρk. For
two-layered model:

ρk = ρ1 · [1 + 2
∑ Kn · r3

[r2 + 2 · n · h1
2]3/2

] (5)

If r << h1 ρk ≈ ρ1, and so if r → ∞ ρk→ ρ2. Apparent resistivity vs. half-
range between current electrodes dependence is shown in Fig.3 (ρ2 variable) and Fig.4
(h1 variable).

Thus, the indirect task is the determination of model parameters by means of impedance
distributions. In order to determine the model’s parameters by using impedance distri-
bution we make use of the apparent resistivity conception. We need to determine 3
parameters (ρ1, ρ2, h1) of two-layered model and 5 parameters (ρ1, ρ2, ρ3, h1, h2) of
three-layered model. Having measured the apparent resistance we can determine electri-
cal specific resistance of one of the layers. Also, by using the demonstrated application
it is possible to define the layer’s thicknesses.

In order to automatize determination of parameters we have developed application.
It allows us to calculate impedance distributions by using model parameters and other-
wise: it calculates model parameters by using set of impedance values. The precision of
calculation you can see in Table 1.



153

Fig. 3: Set of dependencies apparent resistivity vs. half-range between current electrodes (three-
layered model, ρ1 = 8 Ohm·m, ρ2 = 400-600 Ohm·m, ρ3 = 1.35 Ohm·m, h1 = 0.09 m, h2 = 0.02
m).

Fig. 4: Set of dependencies apparent resistivity vs. half-range between current electrodes (three-
layered model, ρ1 = 8 Ohm·m, ρ2 = 500 Ohm·m, ρ3 = 1.35 Ohm·m, h1 = 0.03-0.12 m, h2 = 0.02
m).

In this table with index “gen” genuine parameters is shown and with index “calc”
calculated parameters is shown. Besides, we display miscalculation of model’s param-
eters determination for every parameter.

5 Conclusions

In this paper we took up main features of the precardiac rheography technique and ex-
amined general poly-layer models to simulate the precardiac area tissues. Solutions for
direct tasks (by solving Laplace’s equation by using the boundary conditions) and de-
termination of model’s parameters by solving indirect task (using apparent resistivity
method) are presented. As is shown the miscalculation of the model’s parameters deter-
mination is less than 1% for parameter ρ1, about 2-3% for parameter h1 and about 20%
for parameter ρ2. The lessening of the miscalculation is considered as the future step of
presented work to implement this method in order to determine human’s biomechanical
heart parameters.
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Table 1: Precision of model parameter’s determination in case of solution of indirect task by using
apparent resistivity conception.

N ρ1gen

Ohm·cm
h1gen

cm
ρ2gen

Ohm·cm
ρ1calc

Ohm·cm
h1calc

cm
ρ2calc

Ohm·cm
δρ1

%
δh1

%
δρ2

%
1 750 5 120 749 4.9 131 < 0.5 2.0 9
2 820 7 110 819 6.8 134 < 0.5 3.0 22
3 760 11 130 760 10.7 160 < 0.5 2.7 23
4 750 9 140 750 8.9 150 < 0.5 1.1 7
5 770 10 150 770 9.9 159 < 0.5 1.0 6
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Abstract. Noise reduction in CT images gains more and more attention. It pro-
vides a possibility to increase signal-to-noise ratio, hence giving more space for a
further reduction of radiation dose. Nevertheless, a reduction of noise also bears
the risk of suppressing medical relevant information. We propose a new noise
reduction method that tries to minimize this risk by estimating the real image
structure out of the correlations of two input data sets affected with uncorrelated
noise. Such data sets can be achieved by reconstructing a CT scan with only the
odd and the even numbered projections respectively. Furthermore, the method
adapts itself to the spatially changing behavior of noise on CT images by esti-
mating the local noise variance out of the difference of the input images. It can
be applied to 2D and 3D data, with the latter giving better results due to the fact
that more pixels are available for correlation computation and variance estima-
tion. Examples show that the new method easily surpasses standard approaches
and leads to noise suppression rates of about 66%.

1 Introduction

Common noise reduction methods often fail to produce convincing results when dealing
with CT images. The reason for this lies in the unknown distribution of the noise in the
reconstructed data. The intensity of the noise is spatially varying and directed noise
structures appear. We present a new denoising method based on nonlinear isotropic
diffusion that adapts itself to changing noise variance in different image regions and
reduces oriented noise without noticeable loss of resolution by taking correlations of
input images with uncorrelated noise into account. The approach is suitable for both
2D and 3D data.

2 Previous Work

In [1] Borsdorf proposed a Wavelet based denoising method for CT images. By sepa-
rately reconstructing the odd and even numbered projections of a CT scan two sets of
slices are obtained which include the same information but noise between the data is
uncorrelated. By using correlation analysis in the wavelet domain combined with an
orientation and position dependent noise estimation [2] only those wavelet coefficients
containing image structure are kept for reconstruction of a noise suppressed image. In
this work, the idea of this approach, e.g. using two data sets with uncorrelated noise, is
picked up and transfered to the spatial domain and nonlinear diffusion methods.
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3 Method

Noise is removed by minimizing an energy functional, which results in the following
Euler-Lagrange equation:

u− u0 = τdiv(g(‖∇u‖)∇u) (1)

This is equivalent to solving a Perona and Malik nonlinear isotropic diffusion equa-
tion [3] for a fixed artificial timestep τ . The initial image u0 is set to the average of the
two input images u1 and u2. The sought-after solution is u. At the image boundary a
homogeneous Neumann condition is applied. g(‖∇u‖) is called an edge-stopping func-
tion regulating the diffusion process. Numerous edge-stopping functions have been pro-
posed by the researching community, we have chosen to use the Tukey edge-stopping
function introduced in [4] because of its good edge preserving properties.

For denoising CT images we have to modify g(‖∇u‖) to achieve adequate results.
Two ways of exploiting the availability of two input images with uncorrelated noise
are to compute the correlation between both and to estimate noise variance. Because of
the spatially varying noise properties in CT images these analysis is done locally in a
neighborhood Ωx around a pixel x. Additionally the influence of the neighboring pixels
i is weighted with gaussian weights w(i,x) depending on the distance between pixel i
and x.

A local estimate for the correlation of two image regions is given by:

cw(x) =

∑
Ωx

(u1(i)− ū1)(u2(i)− ū2)w(i,x)√∑
Ωx

(u1(i)− ū1)2w(i,x) ·
∑

Ωx
(u2(i)− ū2)2w(i,x)

, (2)

Cw(x) =

{
1 cw(x) > 0,

0 cw(x) ≤ 0;
(3)

Because in our case only the amount of similarity between image regions is inter-
esting, the values below 0 of the weighted correlation coefficient cw, denoting anticor-
relation, are set to 0, yielding in a local similarity measure Cw.

Two input images give us the possibility to estimate the local noise variance of the
average of the input images by:

V (x) =

∑
Ωx

w(i,x)(u1(i)− u2(i))2

4
∑

Ωx
w(i,x)

; (4)

Based on the Tukey edge-stopping function we now derive a new function taking
into account V and Cw. The fixed parameter for the noise standard derivation of the
Tukey edge-stopping function is replaced by V (x), with a parameter β serving as an
additional weighting factor:

gV (x) =


(
1− ( x2

V (x) )
)2

, |x| ≤ β
√

V (x),

0, |x| > β
√

V (x).
(5)
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The square root of the product of the gradients on the input images is taken as the
input for the edge-stopping function. It is further linearly scaled by the local similarity
measure with a parameter λ. The idea behind this is to weaken high gradients in image
regions with small similarity, e.g. in homogeneous regions, and to enlarge the gradient
where similarity is high, i.e. when image structure is present.

g(‖∇u1,2‖) =

{
gV (x)(‖∇u1,2‖ ·W (x)) if W (x) > 0,

gV (x)(0) else;
(6)

where ‖∇u1,2‖ =
√
‖∇u1‖ · ‖∇u2‖ and

W (x) = 1 + λ(2Cw(x)− 1)). (7)

This edge-stopping function is used in the Perona and Malik diffusion equation as
presented in equation (1) to denoise CT images.

The diffused images of the two input images u1 and u2 and the average uA are
calculated for a fixed timestep τ . All diffusion processes are regulated by the same edge-
stopping function g(‖∇u1,2‖). The gradients are discretized by finite differences and
the equation system by finite volumes. The method is implemented both in 2D and 3D.
The partial differential equation system is solved by a nonlinear multigrid solver [5,6].
The solver of the diffusion equation updates uA, u1 and u2 simultaneously, calculating
g(‖∇u1,2‖) from the current images u1 and u2 to preserve nonlinearity. The output of
the denoising method is the diffused image uA.

4 Results

Fig. 1 shows results from the proposed method and one standard nonlinear diffusion
method applied to a thin reconstructed slice (0.8 mm) of a liver CT scan compared
to the average of the input images, which reflects the result of a reconstruction of all
projections. It is referred to as the original image. In Fig. 2 the difference images to
the original image are shown, providing an impression of the denoising behavior of the
different approaches. Fig. 2b clearly shows that a standard nonlinear diffusion method
fails to denoise a CT image with spatially varying noise power in an adequate manner.
While noise in the center of the image is nearly unchanged, the outer regions are already
blurred. Using the proposed method in 2D, Fig. 2c shows that this method is capable
of adapting itself to the local noise variance, thus removing noise more uniformly. A
noise reduction of 45% is achieved throughout the image. To get a proper estimate of
the correlation of the input images a gaussian window with a standard deviation of 2
was used in a 9× 9 neighbourhood. Because image structures like edges have influence
on the correlation value of distant pixels in their neighbourhood, unfortunately noise
remains around high contrast edges. Hence, if a natural look of the image should not be
sacrificed the noise suppression must be kept weak. Using 3D data reduces this problem,
because pixels for estimating the noise variance and correlation can be taken from the
neighbourhood in all three dimension. Fig. 2d shows the result using a gaussian window
of standard deviation 1.5 in a 5 × 5 × 5 neighbourhood. It can be seen clearly that a
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(a) Original (b) Tukey

(c) 2D Proposed (d) 3D Proposed

Fig. 1: Denoising results for a CTA of a liver, displayed with c = 200 and w = 700.

strong noise suppression of about 66% is achieved while image structure nearly remains
unharmed.

5 Conclusions

A modified Perona-Malik diffusion process was presented that is able to deal with the
special noise characteristics of CT data. The method surpasses standard diffusion meth-
ods due to its adaption on local noise variations and its regularizing of the diffusion
depending on an estimation of the real image structure by calculating correlations be-
tween two input images with uncorrelated noise. A noise suppression rate of about 66%
can be achieved.
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Abstract. Cellular automata are considered to be a perspective bio-adequate
concept for modeling biological processes of normal and pathological tissue growth.
In this paper results of the computer modeling of normal and pathological tissue
growth using cellular automata conception are reviewed. The results of the mod-
eling are qualitatively in a good agreement with verbal biomedical descriptions
of tumor growth.

1 Biological background

Cancer - the malignant tumor is formed from epithelial cells of a leather, mucous mem-
branes and parenchyma bodies. In most cases in the tissue adjoining with an environ-
ment and covered multilayered flat epithelia flat cells cancer arises. It can also appear
in bronchial tubes. Cancer is one of the most widespread reasons of death.

The main problem of this work is to describe and make prognosis for such tumors
to make the treatment more effective.

2 Model formulation

As the modeling tool the cellular automata conception is chosen. The basic advantages
of this approach is that

– The model describes geometrical distribution of a tumor;
– The model includes algorithmic description of tumor cells reaction and allows con-

sidering process of influence on tumor growth of various external factors and pro-
cess of chemotherapy;

– At last the model allows visualizing tumor growth process.

Cellular automata feature is that they possess characteristics of imitating and dynamic
model. It allows approaching behavior of automata to behavior of real biological ob-
jects, but thus complicates analysis of the final results.

According the conception of cellular automata tissue consist of 3 types of cells

– Normal cells {NC};
– Pathological cells {CC};
– Empty cells {EC};
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Each cell is characterized by number of parameters

– Type of cell;
– Time of live {Tl};
– Mitosis period (in the simplification of the model the mitosis period is constant and

independent on growth time) {Tm};
– Needing resource (the minimum amount of the resource which is required cells for

survival) {ri};
– Getting resource (the amount of the resource which cell get in current cycle) {Ri};
– Factors of dependence on the resource (the parameters which characterize the in-

fluence of getting resource on cell life time, in the model we consider the logistic
type of dependence life time on the resource) {Ri/ri};

There are several rules of transitions for each type of cells:

1. NC and CC transformed to EC when life time of NC or CC > Tlife;
2. EC transformed to NC or CC when mitosis time of NC or CC in Moore area is

equal to Tm

3. if the is no EC in the Moore area of the CC NC with minimum life time from CC
Moore area transformed to CC when CC mitosis time is equal to Tm (such process
is named recruiting);

4. The amount of the resource is limited;
5. CC in which Moore area there are at list one NC and NC in which Moore area there

are no CC get the needing resource amount. All another cells get the living resource
part proportional to a required resource.

6. Modeling chemotherapy course influences for the CC life time according the equa-
tion:

Tl(t+1)=Tl(t)-cht(t)/ch0(t)*Tl(t)*chlim, where

Tl – current life time;
cht – chemotherapy agent concentration in the current moment;
ch0 – chemotherapy agent total concentration;
chlim – effectiveness of chemotherapy.

7. Chemotherapy agent concentration is decrease in time according the equation:

cht(t)=exp(-kch*cht(t))*cht(t), where

cht – chemotherapy agent concentration in the current moment;
chlim – effectiveness of chemotherapy;
kch – decreasing coefficient of concentration chemotherapy agent.

8. Modeling Immune reaction influences for the CC life time according the equation:

Tl(t+1)=Tl(t)-In/I0*Tl(t)*Ilim, where

Tl – current life time;
In – number of NC in the Moore area of CC;
I0 – total number of signal from NC;
ILim – effectiveness of the immune system.
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9. The total effect of the immune reaction is equal the sum of NC signals, each signal
is the number of CC in the Moore area of NC.

According the medical description the lager tumor provides the less immune re-
action. In our model according algorithm of immune reaction such dependence has a
place.

At the Fig.1 the station and transition graph of the model is showed. In the graph
the condition of cell and the condition of transition is represented.

Fig. 1: The station and transition graph of the model

3 The numerical parameters of the model.

In the model we use such parameters:

1. The time of life - approximately 5-7 days;
2. The mitosis period - approximately 16-24 hours;
3. The main resource - glucose;
4. Pathological cells consume the resource in 10 times more than normal cells;
5. The total amount of the resource is chosen according the equation

Rmax=N* k*Cnorm, where

N – total number of cells in the model area;
Rmax – total concentration of the resource;
Cnorm – the needing resource for normal cells;
k – stock factor.
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4 The main results

4.1 Tumor morphology depends on the resource

The Fig.2 represents the tumor condition after 150 hours grows. At the cells automata
area (40 by 40 cells) red, green and blow color means CC,NC and EC accordingly. The
Fig.3 represents dependence CC number on time.

t=25 (150h.)

(a) (b) (c)

Fig. 2: The tumor condition after 150 hours grows (less amount of the resource (a), enough
amount of the resource with recruiting (b), enough amount of the resource without recruiting
(c))

CC(t*), t*=t/6

(a) (b) (c)

Fig. 3: Dependence CC number N(t) on time (less amount of the resource (a), enough amount of
the resource with recruiting (b), enough amount of the resource without recruiting (c))

When resource is not enough the increase of tumor cells number is very fast and the
tumor is heterogeneous, contain necrotic parts, rounded by necrotic tissue. Such solid
tumor according with Emmanuel researches have logistic increase of number of tumor
cells. In the result figure we can also see Logistical function.
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If recruiting mechanism is not taken into account, the larger amount of the resource
we take the slower growth of tumor we get, but the tumor in the case of enough amount
of the resource is homogeneous. Such tumor grows step by step with stationary periods.
It is also according with scientific resource.

If recruiting mechanism is taken into account, the tumor grows faster then in the
case of not enough resource but it is homogeneous and rounded by normal cells.

4.2 Tumor grouse dependence on the resource, endogenous and exogenous
factors

The result of modeling is represented on the Fig.4. According the result the bound
resource concentration is equal to stock factor 1.6.

On Fig.5 results of immune reaction and chemotherapy treatment are represented.
The immune reaction is slowing tumor grows in the stage of local tumor, but such
mechanism of immune reaction is not effective in the case of solid tumor. Chemotherapy
influence leads to tumor apoptosis. Using chemotherapy with immune reaction lead to
slow tumor grows after chemotherapy apoptosis.

Fig. 4: Tumor grouse dependence on the resource (without recruiting).

5 Possible model improvement

– Taking into account several resources types;
– Considering more complex forms of cells and cells area;
– Taking into account another mechanism of immune reaction;
– Taking into account time dependent cell parameters;
– Taking into account causes of CC appearances and mutation;
– Model parameters identification;
– Changing biological underground of cells automata cell.
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Fig. 5: Fig.5 Tumor grows dependence on immune reaction and chemotherapy (”None” – regular
tumor growth, ”Im”- immune reaction, ”Chim”- chemotherapy).

6 Conclusions

Computer modeling using cellular automata conception is in general qualitatively agree-
ment with medical verbal description and allows one to develop and test hypotheses
which can lead to a better understanding of this destructive biological process.

Modeling cancer growth and tumor reaction on different influence can help one to
make more effective complicated individual treatment plan for the patient that accounts
for the disease and the patients’ health.
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Abstract. The goal of our project is the development of the mobile system for
monitoring of a number of cardiac parameters by means of pre-cardiac tetrapolar
rheocardiography measurements. We have developed algorithm to solve inverse
problem for horizontally layered model of precardiac tissues and now we might
be able to find conductivities and heights for each model’s layer.
Index Terms – rheocardiography, inverse problem, precardiac tissues

1 Introduction

Non-invasive rheocardiography methods and techniques for monitoring of cardiac pa-
rameters are crucially important for patients with chronic diseases, especially having
high risk of severe consequences like myocardial infarction or stroke. The goal of our
project is the development of the mobile system for monitoring of a number of cardiac
parameters by means of pre-cardiac tetrapolar rheocardiography measurements. There-
fore we should solve the inverse problem for model of precardiac tissues in order to
determine the corresponding layer’s conductivities and heights.

2 Method

The inverse problem consists of using the actual result of pre-cardiac tetrapolar rheocar-
diography measurements to infer the values of the parameters that characterize the sys-
tem. We represented precardiac tissues as horizontally layered structure having two or
three layers. Among them are: skin and upper soft tissues (the first layer), myocardium
(the second layer) and blood in ventricle of heart (the third layer). Each layer except the
third has corresponding conductivity and height needs to find out. For the last layer we
should determine only conductivity which gives information about hematocrit volume.
In several cases two lower layers were combined into one which results in significant
simplification of the model.

The inverse problem has multiple solutions (in fact, an infinite number) [1]. Be-
cause of this, in the inverse problem, one needs to make explicit any available a priori
information on the model parameters. One also needs to be careful in the representation
of the data uncertainties [2]. For the a priory information we used the following param-
eters: upper soft tissues (the first layer) has height 40 – 100 mm and conductivity about
8 Om-m; myocardium (the second layer) has height 10 – 20 mm and conductivity about
5 Om-m; blood in ventricle of heart (the third layer) has conductivity about 1.0 Om-m.
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It is impossible to solve inverse problem without forward one. Therefore we solved
the forward problem provided by means of theoretical solution Laplace’s equation [4]
and numerical calculations using Finite Element Analysis [3]. Also, we determined
contribution of different layers parameters into output signal. For example, lower layer
don’t make one’s contribution to result signal if distance between current’s electrodes
is less than height to lower layer.

To solve the inverse problem we used the simplest way: iteration by model’s param-
eters in a priory interval. Forward problem was solved for each set of parameters and
then result was compared with input signal by means of least-squares method. Mini-
mum of this functional gives solution for model’s parameters needs to find out.

3 Conclusion

We developed algorithm to solve inverse problem and now we might be able to find
conductivities and heights for each model’s layer. In future this approach allows deter-
mining cardiac parameters (e.g. stroke volume) in real-time mode.
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Abstract. In biomedical signal acquisition like electrocardiography ECG or elec-
troencephalography EEC one of the main problems is to separate the small input
signals from noise and disturbances caused by the 50 Hz power supplies, high
frequency interference and random body voltages. Different types of analogue
and digital filters are used to remove the unwanted spectral parts. In most appli-
cations the filter bandwidth of those filtes are fixed and will not adapt to changing
interference patterns.
Adaptive filter techniques are required to overcome this problem. Different adap-
tive filter types have been analyzed. Finite Impulse Response (FIR) filters are
prefered because of their better stability. An adaptive filter was implemented
which suppresses known noise sources in an ECG application. Simulations were
done with MATLAB and VHDL. The filter was coded in VHDL and tested on a
FPGA.
A 50 Hz interference on the ECG input signal was attenuated by 50 dB. The
convergence time for the adaptive algorithm was less than 3 sec. The filter im-
plementation needed 9500 equivalent gates and worked with 7.1 µW for a filter
clock speed of 1.8 kHz.

1 Introduction

In many applications for biomedical signal-processing the information-bearing signals
are superposed by further components. Thus signals get distorted and the extraction of
information is complicated. In electrocardiography interferences may have a technical
source, for example a power supply unit, or a biological source, for example respiration.
Commonly frequency-selective filters with fixed coefficients are used to suppress a spe-
cific frequency range of a signal. If the frequency spectrum of signal and interference
overlap or the characteristic of the interference is time dependent or not exactly known,
filters with fixed coefficients can hardly meet the demands. Often the filter’s transfer
behavior can’t be specified sufficiently exact or those spectrals of the ECG which fall
in the filter’s cut-off region get lost[1], [2].
These difficulties can be handled using an adaptive filter, a system with variable instead
of fixed coefficients. This is a time-variant systems which is able to adapt its coefficients
to the environment during operation. In contrast to frequency-selective filters adaptive
systems enable direct gripping of the eliminated signal. If it is not exclusively an un-
wanted signal, the included information can be processed where required.
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The 50 Hz power line hum resulting from power supply units is commonly eliminated
from the ECG by using notchfilters. In this paper an alternative in the form of an adap-
tive filter is presented.

2 Methods

The concept of interference cancellation with adaptive filters is shown in Fig. 1. Start-
ing point is a mixture of signals d[n] consisting of the information-bearing EGC sig-
nal ekg[n] and an interfering component noise[n]. Having a reference signal which is
correlated with noise[n] and uncorrelated with ekg[n], it is possible to eliminate the
interference using an adaptive filter. In order to suppress the 50 Hz power line hum,
the reference signal x[n] is gripped at the power supply. It has the same frequency, but
different amplitude and phase compared to noise[n]. Unlike using frequency-selective
filters the adaptive filter is applied to x[n] instead of the primary input d[n]. The filter
output y[n] is an estimate of noise[n]. Subtracting this from the underlying signal d[n]
we get the dejamed signal e[n], an estimate of ekg[n].
Adaptive filters are preferably designed as FIR filters known for their good stability
properties and simple cost function.

Fig. 1: Concept of interference cancellation

In order to minimize the power of e[n] different cost functions as functions of the
filter coefficients are possible. One is the MSE3-criterion that leads to the following
optimization problem:

J = E{e2[n]} = (d[n]− y[n])2 → min .

For a filter with filter order N this results in a quadratic cost-function with a global min-
imum. R is the autocorrelation matrix according to x[n] and p is the crosscorrelation-

3 Minimum square error
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vector between x[n] and d[n].

J = E{e2[n]} = E{d2[n]} − 2wT p + wT Rw .

with
w = (w0, w1, . . . , wN−1)T : filtercoefficients

There are several algorithms to solve the minimization problem. Due to the simple
implementation the LMS4-algorithm was considered. It is derived from the gradient-
method by using stochastic instead of exact gradients.
For each iteration step the filtercoefficients for the next step w(n+1) are computed the
following:

w(n + 1) = w(n) + µe[n]x(n) .

In order to guarantee convergence for the LMS-algorithm, µ has to be adapted to the
maximal amplitude of the reference signal (ma(x)). An upper bound can be defined:

µmax =
2

3N ·ma(x)2
.

The LMS-algorithm does not converge to the exact solution but to a sufficient good ap-
proximation. As a measure for the deviation between approximation and exact solution
the so called misadjustment M is introduced. It depends on the average power of the ref-
erence signal (power(x)) and the stepsize µ. In order to achieve a small misadjustment
a small stepsize is required.

M =
µ

2
·N · power(x) .

But a small stepsize leads to a large convergence time. The convergence time τ can be
expressed like the following where α is the applied stepsize normalized to the maximum
possible µmax. λmax is the largest, λmin the smallest eigenvalue of R.

τ ≈ 1
4α

κ(R) .

with

κ(R) =
λmax

λmin
conditon number

So the speed of convergence also depends on the condition number of R and therefore
on the character of the reference input x[n]. The LMS-algorithm shows slow conver-
gence for signals with non-smooth and fast convergence for signals with uniformly
distributed spectrum.

4 Least Mean Square
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Among suiting the parameters N and µ to the problem, several optimization strate-
gies can be applied in order to improve the behaviour of the LMS-algorithm. Different
strategies lead to different filter types. Normalization of the stepsize µ according to sig-
nal power in each step or reducing κ(R) via orthogonal transforms are just a selection
of possiblities. Above all the hardware complexity has to be considered.
The 50 Hz power line interference noise(t) only has a frequency component at 50 Hz
and is asumed to be a sine. It can be expressed as follows:

noise(t) = ansin(ωt + ϕ)
= an(sin(ωt)cos(ϕ) + cos(ωt)sin(ϕ))
= ancos(ϕ) · sin(ωt) + ansin(ϕ) · sin(ωt + ∆)
= w0sin(ωt) + w1sin(ωt + ∆)

According to this the filter order has been set to N = 2. Because of the small filter order
the LMS-filter was designed without one of the mentioned optimization strategies. Both
for d[n] and the outputs y[n] and e[n] a 16-bit-representation is used, whereas for x[n]
a 8-bit-representation is required.
First simulations of the filter behaviour were done with MATLAB. At this stage the in-
fluence of µ on the signal qualtity of e[n] and y[n] was established. After choosing µ the
filter was coded in VHDL and simulated with Modelsim on different levels of abstrac-
tion. To monitor quantisation effects the MATLAB-filter was used as a reference-model
for the VHDL-models in each level. Using a simulation environment developed for this
application, both models were simulated parallel and results were compared. Finally
the filter was tested on a FPGA with ECG signals.

3 Results

The ECG of an healthy adult has a fundamental frequency from about 60 bpm5 up to
80 bpm. For certain disease patterns fundamental frequencies down to 20 bpm occure.
At physical stress frequencies up to 200 bpm are observed [4]. The adaptive filter was
tested for ECG signals with different fundamental frequencies. For frequencies up to
160 bpm good results were achieved, whereas the signal quality is downgrading for
higher frequencies. Furthermore the filter was applied to ECGs with a power line inter-
ference of different frequencies. For interfering frequencies from 30 Hz to 100 Hz the
filter turned out to be well suitable. The influence of the amplitude of the superposed
signal was also studied. Interfering components with amplitudes from 0,05% to 100%
relating to the maximum ECG amplitude can be extracted. Depending on the amplitude
of the superposed signal, the interference was damped by 4 dB up to 50 dB. Conver-
gence time of the adaptive algorithm is less than 3 sec.
For a VIRTEX E FPGA [3] from Xilinx the filter realisation needs 9500 equivalent
gates and the calculated power loss is 7.1 µW . Using a sampling frequency of 256 Hz
for the ECG the filter clock speed is 1.8 kHz.

5 beats per minute
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Fig. 2: ECG before filtering Fig. 3: ECG after filtering

4 Conclusions

Commonly notchfilters with fixed coefficients are used to supress the 50Hz power-line
interference in ECG signals. The alternative introduced in this paper has the advantage
of better flexibility compared to frequency-selective filters. The disturbance is also elim-
inated if its frequency is shifted. One disadvantage of the developed adaptive filter are
worse results with increasing ECG’s fundamental frequency. The degradation of signal
quality is noticeable from a fundamental frequency of 160 bpm. Before applying the
designed adaptive filter to higher frequencies occuring in stress ECG the design would
have to be adjusted. Furthermore unlike frequency-selective filters adaptive systems
need a proper reference signal for the interference. But this also opens an interesting
method to search for a known signal in distorted or superposed signals.
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Abstract. The main objective of the project is creation of effective radar tech-
nologies for remote detection and registration of breathing and heart beat param-
eters of a human on a background of reflections by local objects and optically
nontransparent obstacles. The advantage of bio-radiolocation is the possibility to
detect remotely any presence of humans behind lightproof obstacles and obtain
information about human functional condition. Search for live people blocked un-
der ruins, after disasters such like earthquakes, avalanches, industrial accidents,
etc., is very important.
Keywords:Bio-radiolocation, Heart beat, Breathing, Radar.

Nowadays there is a keen interest in using radiolocation devices in monitoring and
diagnostics of living subjects, especially humans, in different conditions. Partly, such
an interest results from the availability of cheaper and smaller radar constituents, com-
putational resources opening the way to more complex signal processing also become
available.
The detection and diagnostics of humans, even behind lightproof obstacles, by means
of radar could be named as bio-radiolocation. This technique rests on the modulation of
a reflected radio signal caused by the human skin and internal organs movements when
breathing and heartbeat are present, or when different movements of organs and parts
of the body happen. Thus, the modulation is caused by:

– cardiac beat (frequency band between 0.8 and 2.5 Hz, the chest movement ampli-
tude is 2-3 mm);

– movements of the thorax when breathing (frequency band between 0.2 and 0.5 Hz,
the chest movement amplitude, depending on the type of breathing, ranges between
0.5 and 1.5 cm);

– articulation, or vocal apparatus movements (the leaps, tongue, larynx);
– movements of other parts of the body.

Potential areas of bio-radiolocation application in medicine may include:

– somnology, or patient monitoring at sleep with the purpose to detect sleep disfunc-
tions such as sleep apnea/hypopnea syndrome;

– cardioreanimation when application of contact sensors is difficult or impossible;
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– functional diagnostics, the implementation as a diagnostic feedback with the pur-
pose to evaluate therapy effectiveness (by medicine or physiotherapy) by the analy-
sis of heart rate slow variations; study of heartbeat and breath rhythms interaction;

– patient’s heart rate and breathing monitoring when application of contact sensors is
difficult or impossible, e.g. monitoring of a patient with burns.

– fetus monitoring instead of application of existing contact ultrasound sensors re-
quiring a direct contact with a patient;

– evaluation of blood vessels elasticity by measuring blood pressure impulse speed
during heartbeat, which can be used to determine susceptibility to heart diseases;

– non-contact evaluation of the psycho-emotional human condition, e.g. the emo-
tional condition of machinery complex operators.

In some of the application areas mentioned above, especially when detecting move-
ments of human behind building constructions, there already exist experimental radi-
olocation devices or prototypes. However, medical applications lack for research and
approvement, which can be associated with the absence or imperfection of application
technique with the aid of bio-radiolocation equipment.

The existing prototypes and models of radars implement both continuous-wave [1]
and video pulse (time-domain impulse) [3, 4] signals differing significantly in design
complexity. The simplest of them have an LED diode as an indicator and no range
selection, while others may have a color LCD display and high range resolution. The
radars with continuous-wave single-frequency signals have the simplest signal process-
ing such as detection of reflected signal low frequency components by means of the
Fourier transform and have no range resolution. The radars with video pulse signals
may have range resolution but have a short detection range. It is worth mentioning that
no one device have found any significant area of use. This can be explained by small
equipment sensitivity when sensing through obstacles, e.g. detection of people buried
alive under ruins after disaster, low noise immunity, and the absence of angular selec-
tion.

The possibility of remote detection and diagnostics of the human with his breath
and heartbeat frequencies and amplitudes observations was confirmed during these ex-
periments. A sketch of the experiment presents in Fig. 1.

The width of the wall that the probationer was behind was about 10 cm. The proba-
tioner himself was at a distance of 1.5 m from the wall. The radar antenna was placed
immediately on the wall. Technical specifications of the radar were as follows:

– Operating frequency 1.6 GHz (wavelength of 19 cm)
– Antenna gain 40 dB
– Detected signal bandwidth 0.03 – 3 Hz
– Detected signal dynamic range 60 dB
– Sampling frequency 20 Hz
– Antenna dimensions:

• Diameter 120 mm
• Height 200 mm

The choice of the radar operating frequency was caused by the requirement to probe
through a wall. In spite the fact that the implementation of higher frequencies could be
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Fig. 1: Experiment sketch.

more advantageous in detection and diagnosis of heartbeat, this bandwidth has inten-
sive attenuation in building materials, especially when they are wet, and can not be
implemented practically. When working on frequencies less than 1 GHz, the wave-
length becomes greater than the size of a sounding object, which causes the magnitude
of useful signal to drop.

Some results of the experiments registering breathing, heartbeat, and articulation
are presented in Fig. 2 – 4. In normal condition, the probationer’s heartbeat rate was
65 beats per second. As movement amplitude and the volume of lungs are much bigger
than that of heart, heart muscle contractions look like high frequency modulation on
the background of greater thorax movement as seen in Fig. 2. Fig. 3 presents the heart-
beat record when the probationer stopped breathing. Fig. 4 presents the probationer’s
articulation when he spoke words - one, two, three ... (in Russian).

Fig. 2: Oscillogram of radio signals reflected by normally breathing human.

Following Fig. 5 and Fig. 6 depict spectra of the signals obtained from heart muscle
contractions when breathing had been held for 30 and 60 seconds correspondingly. It
can be noticed that holding breath for a longer period causes both heartbeat frequency
and heart muscle contraction amplitude to increase due to oxygen starvation. Thus,
holding breath for 30 seconds resulted in 77 beats per minute, while a pause of 1 minute
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Fig. 3: Oscillogram of radio signals representing the probationer’s
heartbeat when he stopped breathing.

Fig. 4: Oscillogram of radio signals taken when the probationer was speaking.

caused the heartbeat to increase to 92 beats per minute. This fact is well known in
medicine and it is used to determine subject’s tolerance to hypoxia (Stange’s test and
Hench’s test). This example shows that radar measurements at least in some cases can
be used for remote diagnosis of functional condition of individual’s organism.

Fig. 5: Spectrum of a heart beat signal when breathing was held for 30 seconds.

The main stress in the research is laid on the development of a distributed antenna
system and more sophisticated signal processing, which, as researchers believe, will
make it possible to obtain the disposition of people in a sounding area, extract in-
formation from biological objects themselves, e.g. obtain information depicting their
disposition and working condition of their organs. Proposed in the project deployment
of multi-frequency sounding signals in spatially distributed radar antenna will merge
the advantages of time-domain and continuous signals to produce a system with better
performance [2]. Such a system must have a larger detection range, spatial selection ca-
pability, possibility to overview the sounding space to the stage of extracting breathing
and heartbeat waveforms as well as articulation features.

Fulfilment of the researches will allow to pass to practical use of the given tech-
nology in various medical applications. In particular, now in frame of the National
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Fig. 6: Spectrum of a heart beat signal when breathing was held for 60 seconds.

Project ”Education” in cooperation with the Faculty “Biomedical Engineering” of Bau-
man University the educational stand on remote measurement of parameters of human
pulse and breath is created, Fig. 7.

Conclusion

At development of bases of remote detection and diagnostics of the person in the
previous research works, the opportunity of definition of frequency and amplitude of
breath and palpitation in radar system with a continuous monochromatic signal has
been experimentally confirmed. Also mathematical modeling of these processes for
multi-frequency mode has been performed. In particular, it has been shown, that at a
detected radar-tracking signal can be present not only main tone of breath and palpita-
tion, but also their combinational frequencies.
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a) b)
Fig.7: Views of radar that is designed in frame of National Project “Education”
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Abstract. The progress of information technology has become irreplaceable in
the field of medical applications in the past few years. In both the intensive clin-
ical and home care region wireless communication between medical devices ac-
quiring physiological parameters allows convenient monitoring of vital signs. In
order to guarantee readability of patient related medical data information by sev-
eral institutions in the future, standardized and efficient storing methods are indis-
pensable. That is why a new user interface within our Vital framework was cre-
ated. This interface permits real-time persistence of all the data acquired in the
medical work flow. Based on our design and implementation we evaluated dif-
ferent file formats such as the European Data Format (EDF), the File Exchange
Format (FEF) and the Standardized Communication of Information in Physician
Offices and Hospitals using XML format. We will present and discuss the main
results.

1 Introduction

The trend of medical devices acquiring, processing and visualizing vital signs in real-
time is from the isolated stand-alone ones toward a network of connected medical de-
vices. The integration of such a network into a hospital information system provides
the medical data information to be accessed by several physicians at different places
and at different times. Essential requirements to integrate medical devices of different
manufacturers in those networks are standardized data representation and well-defined
communication protocols. Standardized communication is afforded, for example, by the
CEN ENV13734/35 standard for Vital Signs Information Representation (VITAL)[3].
Nevertheless, at the current state-of-the-art, there is no interface for data persistence of
medical parameters represented by VITAL objects. But standardized data persistence
is required in order to guarantee readability and exchange of medical data by hospitals
respectively between medical institutions in the future.

2 The Vital Framework

The purpose of the CEN ENV13734/35 standard for Vital Signs Information Repre-
sentation (VITAL) is to define an object oriented model of medical devices and vital
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parameters that are identified by a unique nomenclature [2]. Furthermore, it specifies a
communication model consisting of protocols and services based on the ISO/OSI stan-
dard. The implementation of this standard results in a VITAL library. This library is
embedded into a generic framework. It defines interfaces for the integration of different
medical devices, communication protocols, graphical user interfaces, annotation and
signal processing units (see figure 1). Those modules are implemented and integrated
into the framework as plug-ins.

Fig. 1: Interfaces of the Vital Framework

Some examples for medical devices are an electrocardiogram (ECG), plethysmogra-
phies and temperature sensors. Bluetooth, WLAN, IrDA etc. are possible communica-
tion protocols. Signal processing plug-ins analyzing physiologic parameters of patients
support physicians in their diagnosis. The automatic detection of cardiac infarctions is
a typical example. Individual graphical user interfaces can be realized to visualize vital
signs. A vital agent is the system directy connected to the medical device and a vital
monitor is typically running on a standard PC or PDA (see figure 2). Annotation plug-
ins give physicians the opportunity to save certain events, for example, the injection of
a medicament while operating a patient.

3 Persistence Interface

3.1 Requirements

There are many essential aspects dealing with an interface for data persistence. It has
to define general methods that only describe their achievement. The functionality has
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Fig. 2: Communication between a vital agent and two vital monitors

to be implemented as plug-ins. In addition, file formats have to be independent of spe-
cific hardware technologies. Therefore, the interface incorporates with the byte order
problem. Furthermore, the file formats have to allow fast access to all important data
and they should contain as less redundancy as possible. Another aspect is the degree of
information loss after a system crash. That is why the vital signs must be written on the
storage medium continuously.

3.2 Realization

In order to satisfy all those claims, we divided the persistence interface into three meth-
ods that have to be implemented for each plug-in describing a specific file format: The
first method stores the patient demographic data that are entered by an user dialog. The
second method determines the vital object hierarchy. This is important for the organi-
zation of the file structure. At last the third method is called whenever the intern buffers
containing the acquired medical data are full. Consequently, visualizing and storing are
done in parallel.

4 Basics of the ASN.1

The Abstract Syntax Notation One allows the description of data structure rules that are
independent of particular programming languages. After specifying data structures, an
ASN.1 compiler generates source code, for example in C/C++, containing the data types
of the data structures. In addition, the source code provides methods that can serialize
respectively deserialize data structures. With the help of those methods data structures
can be easily written to hard disc or transferred over a network. Lots of data encodings
have been developed for ASN.1. After showing an example how an easy data structure
in ASN.1 specification is transformed to C++ code, we will concentrate on BER (Basic
Encoding Rules) and XER (XML Encoding Rules):

Data_Structure ::= SEQUENCE typedef struct Data_Structure
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{ {
int_value_1 INTEGER, int int_value_1;
int_value_2 INTEGER OPTIONAL int* int_value_2;

} } Data_Structure_t;

5 Evaluation of file formats
Concentrating on the choice of specific file formats, there are additionally requirements such as
their degree of deployment in the clinical routine and the quality of tools visualizing medical data
information. To give a conclusion about the suitability of different formats, the following data
file formats have been evaluated: EDF, EDF+, FEF and SCIPHOX. The European Data Format
(EDF) is a simple format for storing multi channel bio-signals. The main advantages of EDF are
its high distribution in hospitals and the existence of many non-commercial viewing tools. An ex-
tension of EDF is EDF+. In contrast to the first version, EDF+ can deal with interrupted signals.
Beyond this, one of the EDF+ channels can be encoded to store medical alerts, for example, the
battery status or annotations made by the physician. The File Exchange Format (FEF) is more
universal than EDF/EDF+. It is based on the VITAL CEN ENV13734/35 and has become an own
standard with the CEN/TS 14271. It uses the same nomenclature and Domain Information Model
(DIM) [3] as the VITAL standard. Consequently, persistence with FEF is free of information loss
in the sense of VITAL. Furthermore, the FEF standard defines a multimedia section that con-
tains multimedia data such as patient images and audio/video data. In contrast to the file formats
discussed so far, SCIPHOX is no binary file, but is based on the XML syntax. Because of the
high redundancy resulting from the encoding of numerical data, it concentrates on demographic
and administrative data. Nevertheless, an advantage of SCIPHOX is the possibility interpreting
the content by arbitrary XML parsers. It was basically specified for the communication and data
exchange between practising physicians and hospitals.

6 Summary and Discussion
We presented a generic interface for medical data persistence that was integrated into the VITAL
framework. Different file formats storing medical information can be realized as plug-ins. The
design of the interface assures a minimum of information loss having a hardware or software
crash. Different file standards have been evaluated. They can be implemented respectively gen-
erated using an ASN.1 compiler. FEF has the advantage storing the full information represented
by the vital objects. It can be realized in both, binary and in XML syntax. In contrast to FEF the
EDF has the benefit being almost a standard in medical institutions. Due to the fact that FEF is
the most universal format, which is completely consistent to the VITAL standard, the persistence
of medical data with the File Exchange Format is an adequate solution. Unfortunately, the FEF
standard was first published after lots of ”isolated applications” have already been introduced into
the clinical routine. Consequently, it is of limited practical use up to now. In order to guarantee
both the full information acquisition of the VITAL standard and also its immediate practical us-
age it is meaningful to store the data in FEF format and also provide a tool that can convert FEF
to EDF/EDF+ file format. Therewith full information persistence as well as the consistence with
existing clinical applications can be achieved.
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Abstract. A sensor system for fall detection was subject of a research project at
Fraunhofer Institute for Integrated Circuits. Starting with position analysis based
on measured sensor data (3 axis acceleration sensor), various movement patterns
had been tracked and analyzed (walking, climbing stairs, fall) with to develop
simple and efficient algorithms in time domain. These algorithms had to be de-
signed for microcontroller capabilitites to create a tiny, low power and intelligent
sensor unit. Data acquisition, signal processing and wireless communication is
all done by a single microcontroller inside ZigBee communication module.

1 Introduction

The situation for elder people has changed in many varieties in our times. While earlier several
generations lived together in one house – grandparents, parents and children – and took care of
each other, this former kind of common living today has nearly completely disappeared. Not only
in big cities, even in rural regions most grandparents and parents live separately. Along with these
sociological changes the demographic progression in our society aggravates the situation when
special care is needed. With most parents being both employed, there is a huge problem of child-
care, so who has the time to look for the grandparents?
More and more seniors are moving into elderly housings to spend their retirement. The atmo-
sphere is familiar and a special daily schedule fits the seniors’ needs. But even here the mentor-
ing is limited. Nurses have many tasks to do all over the day, so part of the day the elderly are
unattended.

If seniors in these unattended situations fall, they may be hurt and a person that directly could
help is not present. Statistic analysis on falls in the Elderly show frightening results when looking
to the high percentage of people not being able to stand up again without help. Also the quantity
and the heaviness of injures, mostly fractures of hip and tight, stress the need for immediate help
when a senior fell down.

For these specific situations a helpful sensor system has been developed at Fraunhofer IIS
(Institute for Integrated Circuits) that monitors persons’ movements and detects possible falls.
An alarm indication is automatically generated and sent to a nurse using wireless communication
technology.

2 Methods

The movement signals are measured using a tiny MEMS acceleration sensor (Micro Electro Me-
chanical System). This sensor derives from a sleep analysis system. In that use case it is used to
determine the current position of a patient (e.g. patient lying on belly or back, lying on left or
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right side, number of turns per night).
In a first system concept all the raw data was sent to a PC using ZigBee radio technology. With
a sampling frequency of 50 Hertz and a data resolution of 8 bit a data stream of 400 bit/s was
generated for each channel, i.e. 1200bit/s for all three axes, which is equal to 150 bytes/s.

With the PC’s powerful CPU and system resources the measurement data was processed and
analyzed in several steps. Two main objectives had been pushed: an investigation on movement
signals in general, but with a special focus on falls, and a stable algorithm for fall detects. Several
measurement series have been accomplished and different algorithms have been tested.

Finally, the signal processing was implemented into for a microcontroller on the movement
sensor. With this intelligent / smart sensor device only a single, coded byte is sent containing
information about the patient’s position and possible fall events. Using a predefined lookup table
the receiving unit can decode this byte and either indicate visual information on a monitor in a
nurse’s station or even line up respective emergency procedures.

Fig. 1: Movement Data: Person walking

3 Technological Advantage

The usage of the radio technology ZigBee – a low power technology based on IEEE standard
802.15.4 and with specifications from the promoting industry consortium ZigBee-Alliance – en-
ables a very low power system for three reasons:

– The technological concepts for channel access (CSMA-CA: Carrier Sense Multiple Access
with Collision Avoidance) and spread spectrum (DSSS: Direct Sequence Spread Spectrum)
cause a very low power consumption over the time. Unlike some other wireless technologies,
the ZigBee RF circuitry – which has a current draw of approximately 27 mA when active –
must only be activated for sensing the channel and sending the data. When no data is pend-
ing, the RF circuitry can remain in a power saving state. This is a big advantage compared
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Fig. 2: Movement Data: Fall

to systems using Frequency Hopping Spread Spectrum (FHSS), which have to continuously
participate in frequency hops and synchronization procedures and thus continuously con-
suming a higher level of energy.

– Due to the special design of the ZigBee protocol stack, a microcontroller inside a ZigBee
module can perform two main objectives: realizing the communication with according to
ZigBee protocol routines and driving one or even several user applications. In this way only
one processing unit has to be placed on a sensor board lowering energy consumption, form
factor and costs for components at the same time!
For this special project the user’s movement data is processed directly on the sensor. The
result coded into a single byte is sent to a receiver. Compared to the
first system concept (with data rate of 150 bytes per second, see above) the data volume
could be reduced to just a single byte. The less data is sent over the air, the more energy
could be saved for longer operating time.

4 Further Improvements

Besides a ultra low power implementation of the sensor module another technological feature
brings out the usability of the whole sensor system:

While most ZigBee applications currently are realized with microcontroller based modules
(e.g. sending data from a stand alone sensor module to receiving module connected to a PC), a
mobile system unit has been integrated at Fraunhofer IIS. Using a ZigBee SDIO card a portable
PDA (Personal Digital Assistant) now is able to receive ZigBee data packages. With a special
implementation of the protocol stack for operating systems in mobile devices (e.g. Pocket PC
2003, Windows Mobile 5.0) the user application on the PDA is able to extract data from received
packages and process it according to the user’s needs. This system enhancement now allows
nurses, currently working in a patient’s room, to be informed about a nurse call or emergency
situation from other patients in other sections of the building.
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5 Discussion and Conclusions

With the ZigBee technology basically aiming for large sensor networks in industrial environment
the implementation of the Fall Detection System at Fraunhofer IIS proves this communication
concept to be suitable also in medical applications. In this special case the Fall Detection System
makes a great contribution to everyday’s life of the Elderly in both, home area and residential
homes. The low power features provide a long operating time with large area coverage and stable
signal transmission, all at the same time.

Current and future research projects focus on larger sensor networks with a higher number of
network nodes, deeper analysis of movement data (going, walking, steps) and the combination of
several vital signs (such as heart rate and temperature) to suggest activity and effort.
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Abstract. In work the development of a multi-channel electrical impedance sys-
tem is represented. The 32-channel rheographic system developed allows regis-
tration of the electrocardiogram and the transthoracic rheogram simultaneously
with up to thirty precordial rheocardiograms. The system has a combined mod-
ular structure including 16 higher precision current sources and 32 impedances
registration channels. Each from sixteen modules has the current generator and
synchronous detector. Selection of useful signal to be made on each from 32 low-
pass filters. For reduction of a stray capacity of cable systems length of cables
precordial of channels makes no more than one meter. The most significant prob-
lem, however, is the relatively large capacitance of multiplexer devices. Typically
the input capacitance is in range 30 – 50 pF. The important aspect of designing
was the creation of the high-quality, precision input source differential amplifier
working on frequency 100 kHz and common-mode rejection ratio (CMRR) not
less than 80 dB.

Keywords: — Rheocardiography, impedance monitoring, multi-channel system.

1 Introduction

The modern period of medical instrument development is characterized by high interest to non-
invasive technologies of diagnostics, thickening of signal analysis algorithms. The tendencies of
medical instrument making development require of the medical equipment developers to create
systems of flexibly configured and a modular type. Dignity of such systems is the unification of
inter modular interaction, possibility of the extension and interchangeability.

2 Methods

2.1 Descriptive hardware

The realization of impedance techniques in modern means requires development of reliable auto-
mated systems in view of advanced reaching in the field of signal transformation and processing
[1].

The effective solution of the delivered problem is possible only because of biotechnical sys-
tems (BTS) theories.

Basis of BTS theory is the principle of adequacies demanding harmonic operation of biolog-
ical and technical elements in BTS uniform.
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In a considered system the rheocardiography method is used. The impedance rheocardiogra-
phy method is based on a passage high-frequency (40 – 100 kHz) current of small amplitude (1
- 5 mA) through the chest and registration of the dynamic changes in a tissue impedance caused
by the blood circulation and breathing.

Such effect does not infringe conditions of normal operation of an organism, ensures adequate
interaction of BTS main parts.

Distinctive feature represented BTS is the modular concept of construction of the hardware.
15 modules (30 channels) registration of impedance signals, 1 module registration of transtho-
racic impedance signals and ECG from a uniform electrode system enter into a structure of a
system. Such structure allows to realize area precordial mapping of heart, observation behind
transition of heart in dynamics, integrally to evaluate cardiovascular parameters of a cordial ejec-
tion on the base analyses of transthoracic impedance signal and analyses, to analyze a phase
structure of cordial activity on binding to phases the ECG.

The analysis of existing modern micro systems has shown that the best performance for a
solution of a problem has the microcontroller Texas Instruments MSP430F149. This microcon-
troller in the best way approaches for realization of impedance signals registration module. As it
has small consumption of energy. The controller has an extended hardware rim with 8 channel
12th digit, high-speed ADC (up to 200 ksps) and possibility of programming on the sequential
interface. After digitization the signals previously packed by the microcontroller into appropriate
packages arrive on the data bus. The protocol corresponds to the interface RS-485. The man-
agement on the data bus is made by the central microcontroller C8051F320. For maintenance
of interface with computer the built-in receiver transmitter UART-USB is used. The interface
has a high transfer rate of information, sufficient for organization of the multi-channel recording
system.

The use of the standard universal asynchronous receiver transmitter UART, included in struc-
ture of microcontrollers architecture MSP430F149 and C8051F320 allows by an optimum method
to connect them in a uniform network of a reception - transfer on the standard interface RS-485.
The choice of the interface RS-485 allows flexibly to configure a system and to supplement it
by necessary number of modules of registration. It is important for want of for debugging and
monitoring of serviceability. The system has a possibility to disconnect and to connect modules
without a modification of the modules microcontrollers program.

Especially it is necessary to pay attention to a principle of current generator construction with
temporary separation of channels. In the block diagram of hardware maintenance the common
current generator for each module of registration is realized for maintenance of stable work of
all channels of registration of an impedance and decrease of mutual influence of channels. The
decrease of outflow currents level of in source circuits of measuring channels is ensured due to
galvanic isolation. The current generator is isolated by the transformer. The source cascades of
impedance measuring channels are not switched and constantly are connected to the patient Fig.
1. [2]

2.2 Descriptive topology

Frequency digitization of each channel makes 500 Hz. Hence time of scanning of 32 channels
makes 2 ms. Thus time of scanning of one channel makes 62.5 µs, that at frequency of a probing
current 100 kHz makes 6 1/4 periods of a harmonious current. Severe constraints of registration
of impedance signals and the requirement to accuracy of measurement of an impedance demand
realization of precision schemes of detecting.

Time diagrams of work of channels are presented in Fig. 2. The 1-st and 2-nd channels are a
part of the 1-st module of the device and are scanned by the same current generator. Synthesis of
probing currents is made by formation of two meanders shifted on 1/6 periods Fig. 3.
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Fig. 1: The hybrid scheme of construction of the multi-channel recording impedance system

Fig. 2: Time diagrams of work of channels

Fig. 3: Synthesis of probing currents
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The given way of probing current formation allows synthesizing a harmonious signal with
low Total Harmonic Distortion that is important for registration of an impedance signal. FFT
three-level signal U(t) allows to see, that the spectrum of this fluctuation does not contain even,
and also 3 and to multiple it harmonics, besides, after the first harmonic the fifth follows, and its
amplitude is already lowered five times.
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For reduction of influence of any origin additive noise it is useful to reduce area of entrance

signal averaging, accumulating a signal on an exit of the synchronous detector in time when the
probing current reaches an extreme.

Averaging of target signals of the synchronous detector on the period of the fifth harmonic
completely weakens influence of this (and all multiple a heel) harmonics on a target signal, and a
phase component of the fifth harmonic with basic fluctuation thus are insignificant Fig. 4.

Fig. 4: Principle of synchronous detecting

Specific features of designing of the multi-channel recording system:

– Realization of temporary separation of channels,
– Sequential scanning of channels,
– Management and switching of the current generator each from channels,
– Realization of long and stable monitoring impedance signals and ECG.

There is a high probability of distortion registered rheogramm in precordial of area due to
large amplitude of movement and breathing artifacts and limited dynamic range ADC.

It is necessary to develop a compact multi-channel system with large number of modules. It
is possible for want of correspondence to rigid requests on consumption of energy and sizes of
used components.
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The restriction on power consumption from the power supply requires application of special
measures and low power of solutions for want of hardware designing.

The high characteristics of impedance measuring converters are determined:

– quality of construction of currents generators,
– selective properties of detectors impedance signals,
– account of capacity cable systems properties.

It especially is actual for want of designing of the multi-channel impedance measuring sys-
tem.

Till now in impedance converters for calibration applied sinusoidal or rectangular electrical
signals. The signals passed through a part of the measuring channel. Such testing non-impedance
signal attracts emerging measuring of problems. It is connected to set-up of device gauging and
with recalculation of an electrical signal in impedance.

Developed a principle and procedure of calibration allow to calibrate all measuring tract,
including a cable of the patient. The impedance source of calibration permitting directly to com-
pare outcomes of calibration with precision (of 0.1 %) by significances of gauge impedances is
selected.

Each channel of the system was calibrated in absolute units of the measured bioimpedance.
Spatial-time reproducibility of the registered signals has been observed for each channel

In order to minimize a systematic error and to receive stable and reproducible estimations
of the cardio activity parameters, a continuous phase correction of the registered rheographic
signals was conducted [3].

Chebyshev non-recursive symmetrical digital filter of low frequencies was applied for the
breathing pattern extraction and elimination from the TTRG and PreRCG signals [4].

3 Conclusions

During the conducted work the following goals have been reached and results obtained:

1. A scheme and a model of the multi-channel computer based impedance monitoring system
were designed.

2. Time division of channels, both for each module, and between channels is realised.
3. Consecutive scanning of channels is realised.
4. Management and switching of the current generator for each of channels,

The system providing long and steady monitoring of impedance signals and ECG is realized.
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Parameter Value
Input PreRCG channels Up to 30
Input TTRG channels 1
Input ECG channels 1
Sample rate Up to 500 Hz
Rheogramm:
measurement method
measuring current (effective value)
base impedance range, Z
range of impedance changes, ∆Z
sensitivity
pass range
ECG:
from the rheographic electrodes
arbitrary noise, not more than
pass band

tetrapolar
3 mA, 100 kHz
1 – 250 Om
± 2 Om
0.5 mOm
0.17. . . 68 Hz
3, 10−6 V
0.17. . . 68 Hz

ADC 12 bit
Input PreRCG channels Up to 30
Input TTRG channels 1
Input ECG channels 1
Sample rate Up to 500 Hz
Rheogramm:
measurement method
measuring current (effective value)
base impedance range, Z
range of impedance changes, ∆Z
sensitivity
pass range
ECG:
from the rheographic electrodes
arbitrary noise, not more than
pass band

tetrapolar
3 mA, 100 kHz
1 – 250 Om
± 2 Om
0.5 mOm
0.17. . . 68 Hz
3, 10−6 V
0.17. . . 68 Hz

ADC 12 bit
Input PreRCG channels Up to 30
Input TTRG channels 1
Input ECG channels 1
Sample rate Up to 500 Hz

Table 1: Main technical characteristics of the 32-channel rheographic system for the IPM
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Fig. 5: A model (a) of the 32-channel rheocardiographic system and the experimental setup (b)
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Various diagnostic methods are used for the analysis of brain structures. It is important to
note an electroencephalography, a rheoencephalography and infrared spectrometry among them.
The rheoencephalography (REG) is a non-invasive method which can repeatedly be used for
long registration of general and regional brain hemodynamics in rest and at various functional
and pharmacological tests.

The rheography technique is based on tissues impedance registration when the high-frequency
current is injected through them. Electric resistance of human body parts depends on volume
blood changes in them. It underlies rheograms registration. The rheogram is a graphical registra-
tion of tissues electric resistance changes when weak high-frequency current is injected through
them. The changes of tissues impedance is caused by pulse increase of an investigated part of a
body or an organ volume.

There are bipolar and tetrapolar techniques of rheogram registration. The tetrapolar tech-
niques are used during our investigations. There is an opportunity to put electrodes for the
transversal and the longitudinal REG- registration. The longitudinal rheoencephalography from
symmetric areas of various head regions is more perspective and valuable as it gives representa-
tion about hemodynamics in symmetric brain areas.

To determine blood circulation parameters of brain H. H. Yarullin used the following elec-
trodes positions: frontally-mastoidal (F–M) used for cerebral hemispheres blood circulation reg-
istration; frontal (F–F1), frontally-central (F–C) and frontotemporal (F-T) determine blood cir-
culation in anterior cerebral artery; parietotemporal (P–T), roland-temporal (R–T), parietocentral
(P–C) and temporotemporal (T1–T2) show blood circulation in medial cerebral artery; occipito-
mastoidal (O–M) and occipitoparietal (O–M) show hemodynamics parameters of vertebral artery
(Fig. 1). H. H. Yarullin has suggested the system of leads most full describing brain blood circu-
lation. The disadvantage of this system is the fact of presence a quantity of electrodes that leads to
essential inconvenience at tetrapolar REG-signal registration. To determine optimum electrodes
quantity we shall visualize anatomic brain structure. If we visualize the main brain arteries and
their branches, it is possible to choose common carotid, internal and external carotids, vertebral
artery and their branches. The purpose of our experiments was data acquisition about cerebral
blood flow in various brain areas. To determine blood circulation parameters in each of areas
electrodes were put on large arteries of brain. In our work three main methods of electrodes
fixation have been observed: on the basis of elastic belts, a rigid design and rubber belts helmet.

If there is no asymmetry in blood circulation of brain, the right and left carotid arteries should
bring in the equal contribution to brain blood supply. It is obtained that the contribution of both
carotid arteries to brain blood supply makes about 80% during experiment. And therefore the
remained 20% of blood come in from vertebral artery.

Now we are starting investigation of joint registration of electroencephalographic (EEG) and
REG-signals. The joint registration of EEG- and REG-signals supplementing each other can pro-
mote not only deep studying of some theoretical questions but also functionalities of diagnostics
of vascular and other brain diseases.
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Fig. 1: REG-electrodes position by H.H.Yarullin

The EEG- and REG-signals joint registration assumes use of large number of electrodes. And
therefore it is necessary to restrict their quantity so that to save an appreciable part of informa-
tion that they have. In this case we shall be guided by the anatomic brain structure, namely a
brain hemodynamics and its division into 4 lobes. According to EEG-standards, the used elec-
trodes schemes of EEG-leads should correspond to some basic requirements. First, all basic parts
should be presented in the scheme, i.e. frontal, central, parietal, occipital and front and back tem-
poral. Secondary, electrodes should put symmetrically concerning a median sagittal line of a head
because of essential symmetric of normal EEG.

Observing the projection of the electrodes locations scheme onto brain anatomic structure we
have assumed that it is convenient to use 16 monopolar leads at electroencephalography and 10
ones at rheoencephalography (Fig. 2). Such electrodes location will provide registration of both
signals in each of 4 brain lobes that enables to characterize them separately.

The rubber belts helmet has been developed for joint registration of EEG- and REG-signals.
It took place because of joint usage inconvenience of the rigid design for REG-electrodes fix-
ation and electroencephalographic helmet. Therefore we have modernized the helmet for EEG-
researches to create the helmet for these both methods.

We have carried out the experiment and recorded signals in 16 EEG-leads and 2 REG-leads
(F-M in left and right hemispheres). The developed helmet for joint registration EEG- and REG-
signals has appeared convenient during experiment. We have analyzed the results of this ex-
periment and found out correlation of amplitude asymmetry of EEG- and REG-signals in the
following leads F3A1, F4A2 and Fs-Ms, Fd-Md accordingly. Thus, it is possible to conclude that
the blood circulation changes in internal carotids can lead to changes of electric activity first of
all in F3A1 and F4A2 leads.

At joint registration of EEG- and REG-signals we offer to apply 16 monopolar EEG-leads
and 10 REG-leads. Further we plan to determine correlation between described above 10 REG-
and 16 EEG-leads, research changes electric activity of brain depending on breath phases.

The simultaneously registration of REG and EEG signals allows us to estimate correlation
between destruction of electrical activity and blood circulation of brain. First of all it is very
important for treating obliterating diseases of vessels and acute stroke. It is known destruction
blood circulation preceded of stroke is not momentary process. The problem of cerebral circula-
tion functioning accumulates from little failures to haemorrhage. We can diagnose any variation



200

Fig. 2: Electrodes location at joint EEG- and REG-signals registration

of cerebral blood circulation in the beginning of stroke treatment but changes in electrical activ-
ity of brain are not determined on this period. The second we can determine changes during the
therapeutic session, for example the session of bioadequate electromagnetic stimulation (BEMS)
with active diagnostic.

Diagnostic efficiency therapy is proved by blood flow changing in the part of a body under
consideration. One of the most appropriate techniques to define blood filling parameters using
therapy is the analysis of a rheographic signal. It also enables us to implement synchronized
stimulation, which is carried out by rheographic (or pulse wave) signal or by a breathing signal.

Active diagnostics allows a doctor to react immediately to any change in a patient’s condition
and to carry out individual selection of therapeutic parameters for each patient. For example form
and time parameters of stimulation. At present the most urgent question is the estimation of
theraputic efficiency so that the doctor could choose the most appropriate parameters and the
duration of exposure. We suggest using the number of vessel tone changes per unit time as such
a parameter.

It is known that the pulse wave signal has several typical forms. They can be classified into
hypertonic, normotonic, hypotonic and distonic. These types are determined by using factors DCI
and DSI. These factors are amplitudes ratio of the first pulse wave (systolic wave), insicere and
the second pulse wave (diastolic wave).

Normally only one type of a vessel tone prevails in a human being. If there is pathology,
the vessels tone constantly varies. We have proved that therapeutic stabilises a vessels tone. For
example this figure (Fig.3) shows the vessels tone indicated by numbers 1(hipotonic), 2(normo-
tonic) and 3(hypertonic) before electromagnetic exposure, during the session and after the expo-
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sure. It can be seen that before the session of electromagnetic exposure the vessels tone changes
chaotically but after the session it is normalized and tends to one normotonic value.

Thus, the number of changes in the vessels tone per unit time allows us to estimate the
patient’s condition objectively and to choose individually optimized parameters of stimulation.

After the number of changes decreases below a certain threshold value, it is necessary to
stop a therapeutic session since a refractory period comes (that is tissues become unsusceptible
to external stimulation).

The number of sessions composing one BEMS course is chosen in the same way. To imple-
ment the methods suggested we have developed special software.
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before the EMS

during the EMS

after the EMS

Fig. 3: Patient with the venous electromagnetic stimulation (EMS)

Methods and principals suggested in this article allows us to investigate of simultaneously
registered signals of electric activity of brain and cerebral blood circulation.
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Abstract. We studied duration of forced expiratory tracheal noises Ta in nor-
mal pressure and different respiratory gas mixtures: air, oxygen-helium mixture
(O2-He) and oxygen-krypton mixture (O2-Kr). With the flow meter we measured
standard flow and volume parameters of the forced expiration including Ts –
volumetric duration of forced expiration. Also we got flow-volume and flow-time
charts. Mean group acoustical and volumetric durations of forced expiration in-
creased with gas mixture density. Individual reactions on increase of gas density
were different. Probably expiratory airway conductance depends much upon indi-
vidual details of pleural pressure dynamics during forced expiration. We believe
that measurement of duration of forced expiratory tracheal noises could be useful
in monitoring respiration in divers.
Keywords: Respiratory noises, biomechanics of forced expiration, gas mixture
density.

1 Introduction

Duration of forced expiratory tracheal noises Ta increases in patients with chronic obstructive
respiratory disease (COPD) and bronchial asthma (BA) [1]. The duration is a sensitive parameter
to detect a reduced airway conductance. This parameter is more sensitive than forced expiratory
flows in detection of abnormal airway conductance in a group of patients with light bronchial
asthma [1]. We suppose that duration of forced expiratory tracheal noises will be a useful param-
eter for estimation airway conductance in divers.
Purpose of this paper is to study duration of forced expiratory tracheal noises in different respi-
ratory gas mixtures and normal pressure.



205

2 Methods

We studied 20 normal volunteers (13 men, 7 women) aged 20-57 years. All the volunteers per-
formed forced expirations breathing air with 21% O2 and oxygen-helium mixture (O2-He) with
21% O2. Seven volunteers performed forced expirations breathing oxygen-krypton mixture (O2-
Kr) with 21% O2.

Each volunteer trained to perform forced expiration. Then a volunteer breathed from pneu-
matic system contained a bag, valves and gas switches. We filled the bag with air, O2-He, or
O2-Kr and calibrated the flow meter ETON-01-22 (Russia) for each gas mixture. The volunteer
breathed 3-4 minutes to fill lungs with a gas mixture, then inspired to vital capacity, switched from
the bag to a flow meter and performed forced expiration. Simultaneously with gas flow we regis-
tered forced expiratory tracheal noises by virtue of electret microphone with stethoscope nozzle.
The volunteer fixed microphone by his hand on the anterior lateral larynx wall. The volunteer
made forced expiration a few times.

We analyzed digitized flow and sound signals in the following way. The sound signal was
filtered (Band Pass; center - 1100 Hz; width - 1800 Hz; steep – slowest). The resulting signal
is within 200-2000 Hz band and contains the main part of forced expiratory tracheal noises. We
considered signal visually and measured duration of forced expiratory tracheal noises Ta as time
interval between start and disappearing of tracheal sounds above the pre- and past-expiration
levels. We choose 3 maneuvers with maximal Ta in each gas mixture.

By means of flow meter ETON-01-22 respiratory parameters were determined: VC - vital
capacity; FVC - forced vital capacity; PEF - peak expiratory flow; MEF25, MEF50, MEF75 - the
maximal expiratory flows at exhalation levels of 25%, 50%, 75% FVC, FEF25−75 - averaged
expiratory flow between 25% - 75% levels of FVC, Ts - volumetric duration of forced expiration.
In addition the flow-volume curve was transformed in flow-time dependence. For this purpose the
flow-volume curve was digitized in separate axes “Volume” and “Flow”. Increment of volume
dV between two nearest points was evaluated in axis “Volume”. Increment in flow rate dV/dt was
evaluated in axis “Flow” for these two points of digitizing. An interval of time was determined
dt = dV / (dV/dt) for which there was an increment of volume. This procedure was repeated for
all points of digitizing of flow-volume from the beginning of forced expiration. Intervals of time
dt were accumulated from the beginning of forced expiration and thus value of current time t to
which the digitized flow rate of an exhalation was received.
We analyzed the data with non-parametric Wilcoxon t-test.

3 Results

The averaged Ts was more in air (3.89 s) then in O2-He (3.76 s) and less then in O2-Kr (5.00 s)
(Table 1). Thus Ts was increased with an increase of the density of gas mixture. VC and FVC did
not change with gas mixture. In the group PEF, MEF25, MEF50, MVF25−75were reduced with
increasing the gas mixture density (p<0.02). The data are in accordance with concepts of the
forced expiration mechanics. Our data are the first with experimental proof that flows are reduced
when nitrogen in air is substituted for krypton. While individual variations of this relationship
are large. In some subjects there is no significant difference between flow-time relationships for a
pair of different gas mixtures. There is no any difference between flow-time relationships for all
gas mixtures in the flow range < 2.5 l/s.

The mean Tawas 2.84 s, 2.43 s, 3.90 s in air, O2-He and O2-Kr respectively. Wilcoxon t-
test of group differences of Ta for different gas mixtures demonstrated that Ta is more in O2-Kr
than in O2-He (p < 0.02, Table 1). Differences between all other pairs of Ta are not significant.
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Table 1: Volumetric duration of forced expiration Ts(average ± SD) and duration of forced ex-
piratory tracheal noises Ta (average ± SD). P - significance of differences of duration of forced
expiratory tracheal noises Ta between Gas mixture 1 and Gas mixture 2.

Gas mixture 1 Ts, s Ta, s Gas mixture 2 P
Air 3.89±2.41 2.84 ± 1.17 O2-He 0.073
O2-He 3.76±2.13 2.43 ± 0.67 O2-Kr 0.017
O2-Kr 5.00±2.46 3.90± 1.87 Air 0.090

Analysis of individual Ta revealed that increase of gas mixture density did not result in increase
of Ta in some patients.

We studied correlation between individual acoustical duration of forced expiratory tracheal
noises and flow-volume parameters of forced expiration. In all the gas mixtures a maximal corre-
lation (Spearmen coefficient) was obtained between Ta and ratio FVC1/FVC (r = -0.64 in O2-He;
r = -0.89 in air; r = -0.89 in O2-Kr; p < 0.003).

A significant correlation between Ta and Ts was obtained only in O2-He (r = 0.61; p <
0.005) and in air (r = 0.87; p < 0.00001). There is no significant correlation between changes in
Ta and changes in flow-volume parameters of forced expiration when gas mixture was changed.

4 Discussion

Analysis of individual values of Ta shows, that a transition to denser gas mixture was not ac-
companied by augmentation of forced expiratory noises duration in some subjects. For example,
under transition from O2-He to air (n = 20) Ta increased essentially in 9 subjects, and was de-
creased in 4 subjects. Essential increase is an augmentation more than 17 % [2]. At the same time
under transition from air to O2-Kr and from O2-He to O2-Kr (n = 7) the response of essential
augmentation of Ta was dominated. Individual differences of effect of gas mixtures on Ta and
Ts demonstrate that expiratory airway conductance depends upon both gas mixture density and
individual lung and airway parameters and peculiar details of pleural pressure dynamics during
forced expiration. One may suppose that some details of such dependence could be revealed by a
simulation.
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Erlangen-Nuremberg

1 Introduction

Health care associated infections are the fourth leading cause of disease in industrialised coun-
tries and the most common complication affecting hospitalized patients. Based on a conservative
estimate, 10% of the European population is hospitalised each year. Thereof, it is assumed that
5% (3.8% on a general ward, 15.3% in intensive care units) acquire at least one nosocomial
infection. Based on these figures, it can be estimated that some 1.75 million hospitalised pa-
tients are affected annually by a nosocomial infection in Europe. Assuming a conservative 10%
attributable mortality rate, this equals a minimum of 175,000 deaths every year. Recent reports
from the US by the NNIS indicate that nosocomial infections account for 2 million infections and
90,000 preventable deaths per year. An increasing number of highly vulnerable patients together
with emerging of antibiotic-resistant microbes, especially Staphylococcus aureus, Enterococ-
cus species and Gram-negative microorganisms producing extended spectrum beta-lactamases
(ESBL) are encountered. The situation is aggravated by the fact that in the future there will be
few new antibiotics under development to compensate for the increasing resistance. An excess
length of stay (mean, 10 d; median, 5 d; p = 0.007) and increased direct costs (mean difference,
$34,508; p = 0.008) have been described. In 2000, the US Centers for Disease Control and Pre-
vention estimated the total costs of nosocomial infections to be in excess of 5 billion US $. In
Germany, it is estimated that approximately 2.4 billion EUR are spent annually for treatment of
these infections. These figures don’t include the disabilities caused by nosocomial infections, the
decrease of healthy life expectancy, the impact on the loss of productivity due to early death or
chronic illness. The most significant hospital-acquired infections, based on frequency and poten-
tial severity, are those related to implantable medical devices, including urinary tract infection,
pneumonia in patients on artificial ventilation and bacteraemia related to intravascular devices.
There is ample evidence that at least two thirds of all cases of nosocomial infections are associ-
ated with implantable medical devices. A review of the recent literature indicated the following
incidence of devices related infections

– Peripheral venous catheters 0.2 per 1000 device days
– CV catheters 1.5 - 12/1000 catheter days. av. 6.7/1000
– Sheldon catheters 35% of patients
– Hickman Catheter 0.7- 1.2/1000 in the literature. KISS data 1.97/1000 i.e. 25% - 48% of

patients
– Port - catheter: 8 - 12% infection, preliminary explantation 25%
– Tenckhoff catheters 15% of patients
– Transurethral catheters: cumulative daily increment of 5 - 8%
– External ventricular drainage systems 12.8% of patients
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– Thoracic drainage systems 25%
– Ventilator associated pneumonia, i.e. endotracheal tube related infection 25%
– Joint implants 0.2 - 2.5%

Microorganisms gain access to the body by multiple pathogenetic pathways. They are sig-
nificant both for their potential severity (illness and/or death), but also because of the potential
preventability of these infections. Beside decreased patients’ host defence and colonisation of
mucous membranes by pathogenic microorganisms, the disruption of the integrity of the surface
of the body caused by implantable medical devices and direct and indirect access of microor-
ganisms into the respiratory tract, the urogenital tract, bloodstream and cerebrospinal space are
major routes. Multi-resistant nosocomial pathogens are the most common organisms difficult to
eradicate because bacteria that cause these infections live in well-developed biofilms.

Fig. 1: Biofilm on a polyurethane surface after contanmination with S. epidermidis 107 CFU/ml
for 6 hours.)

The clinical diagnosis of a device related infection is difficult. For evaluation of the clinical
efficacy of an antimicrobial polymer a more precise diagnostic tool was designed. On the basis of
the CDC/HICPAC criteria and in accordance with the NIDEP study for nosocomial infections a
scoring system was established which was found to be to be substantially more sensitive without
loss of specificity as existing diagnostic criteria. Conservative therapy of a device related infec-
tion is difficult. It has been accepted that antibiotics penetrate poorly into the biofilm and are
therefore less successful in eradicating the offending microorganisms. In vitro and in vivo inves-
tigations with artificially contaminated catheters were less satisfactory. In case microorganisms
are eradicated debris consisting of lysed cell wall components still cover the catheter surface of
the device favouring recolonization with microorganisms.

2 Strategies to minimise the risk of infection associated with
implantable device related infections assume highest priority.

It has to be emphasised that for maximum benefit an integral approach is necessary: This im-
plies for any procedure performed on patients the blockage of microbial invasion from all pos-
sible sources. Strict adherence to hygienic rules, vigorous barrier precautions during insertion or
implantation of the device as well a continuing care are aspects of particular importance. The
development of new materials which could withstand microbial adherence and colonization has
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Fig. 2: Surface of a catheter contaminated with S. aureus after continuous perfusion with 100 fold
MIC of Cefamandole over 24 hours.

become a major topic in recent years. Several surface modification techniques have been proposed
to improve the performance of devices. These include the immobilization of biomolecules, the
incorporation of hydrophilic grafts to reduce protein adsorption, and the creation of hydrophobic
surfaces, of microdomains to regulate cellular and protein adhesion, new polymers and antimi-
crobial coatings. A reduction of the frequency of infection was investigated by catheter materials
coated or impregnated with antimicrobial substances e.g. antibiotics or antiseptics. Technologies
with various antimicrobial technologies have been recommended for central venous catheters,
external ventricular drainage systems and urologic catheters. Very high concentrations of ampi-
cillin, vancomycin and linezolid are required to inhibit enterococcal biofilms in vitro. All cur-
rently available antibiotics and also disinfectants are effective only against a limited range of
organisms. Moreover, in recent years nosocomial pathogens have become increasingly resistant
to antibiotics and disinfectants. When bacteria adhere to biomaterial surfaces they undergo dra-
matic metabolic changes. Intensive investigations revealed that sessile microorganisms require
100 to 250 fold higher concentrations for eradication compared to planctonic microorganisms.
Water soluble antibiotics and disinfectants are eluted rapidly from the polymer and limit the ac-
tivity largely to 7 days.

3 Oligodynamic activity of metal ions.

The antimicrobial activity of silver as well a copper and other metal ions, has been well known for
centuries as oligodynamic activity. Silver is the element with the highest antimicrobial activity
and the lowest toxicity for animal cells. The antimicrobial activity of silver ions includes the
majority of bacterial microorganisms: gram-positive and gram-negative cocci as well as gram-
positive and gram-negative rods, fungi and many viruses. The activity of silver is limited by the
availability of free silver ions. An excellent bactericidal silver ion concentrations can be achieved
with substantially enlargement of the surface. A technology developed in our institution used a
vast increase of the surface of silver in polyurethane which resulted in an increased release of free
silver ions over a period of several months. It was technically feasible to fill the spaces between
the thermoplastic polyurethane elastomers with billions of nanoparticles of metallic silver (3
- 5 nm in diameter) evenly distributed throughout the polymer matrix providing a surface of
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> 2000cm2 of silver per g polyurethane. Silver nanoparticles are fixed on a carrier e.g. barium
sulphate preventing the existence of free nanoparticles in the environment which exhibit a 10 000
fold greater bioreagibility than micro-size particles.

Fig. 3: Transmissions Electron Micrography: Nanoparticles of silver on a carrier (Barium Sulfate)
Figure 7 b = Barium, c = Sulfate, d = silver: Element mapping of a polyurethane catheter with
nanoparticles of silver on a BaSO4 carrier. The silver nanoparticleds are fixed on the carrier
providing a surface of > 2500cm2/g polyurethane.

A further improvement of this technology has been achieved by combination of nanoparti-
cles of Ag0 with poorly water soluble silver salts e.g. silver sulphate, silver fluoride or silver
orthophosphate which is generated during the manufacturing process. This combination called
activation of nanoparticles provide a galvanic element with a substantially increased release of
silver.

Prospective randomised clinical studies in approximately 1000 patients revealed a reduction
of catheter related infections between 75 and 95%. Also long term Hickman catheters showed an
excellent antimicrobial activity as well as a external ventricular drainage system.

4 Summary

The endowment of polymers with nanoparticles of activated silver providews a large surface
within the catheter matrix. This results in an excellent antimicrobial activity with good biocom-
patibility. CE certified devices are on the market and result in a substantial reduction of device
related nosocomial infections.
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Fig. 4: Antimicrobial activity of a polyurethane catheter with% activated nanosilver determined
by the roll on cultures after contamination with 109 CFU of S. aureus for 4 hours. The material
is non-cytotoxic, non-thrombogenic and shows excellent biocompatibility.

Paradontitis: Therapy and prevention with a nano-silver
containing toothpaste - Experimental and clinical data

W. Wanninger and JP Guggenbichler

Department of Pediatric Infectious Diseases and Preventive Medicine
Univ. Erlangen/Nürnberg

1 Introduction

Periodontitis/paradontitis is a frequent problem affecting at least 10 % of the world population.
Data indicate that patients with periodontitis suffer twice as frequently from myocardial infection
and stroke.

The etiology is multifactorial, bacterial microorganisms play a major role in the pathogenesis
either as primary etiologic agent or secundary due to impaired host defense mechanisms e.g.
decreased innate immunity.

Antimicrobial active compounds have been used e.g. Triclosan with varying success. Sil-
ver with its broad antimicrobial activity could serve as an excellent compound for therapy and
prevention of paradontitis. This has been investigated in experimental and clinical studies.

2 Manufacturing activated nanosilver in toothpaste

Activated nanosilver, tightly fixed on an anorganic carrier, is manufactured according to a patented
production process. Silver particles (5 – 20 nm in diameter) are attached to a carrier (inorganic
substances e.g. Barium sulphate, Titanium oxide, hydroxyl apatite etc.) during the manufactur-
ing process. Water insoluble silver salts are formed on the nanoparticles creating an electrolytic
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element with release of bactericidal concentrations of silver ions. This technology results in a
substantial increase of antimicrobial activity compared to nanosilver alone.

The permanent fixation of nanosilver particles on a carrier with a diameter of 2 – 5 µm
resolves the problem of potential toxicity of free nanolparticles. It has been documented that the
carrier with attached nanoparticles does not penetrate the epithelial cell barrier.

3 Experimental investigations

3.1 Investigation of antimicrobial activity:

Measurement of release of free silver ions from a 1 g sample of a toothpaste containing 0.1 %
of nanosilver over 24 hours was performed with mass spectrometry. There is a release of 0.3
µg release of silver into the eluate over 24 hours. Within a clinically relevant time frame of 1
– 2 hours concentrations of 25 ng are detectable. Colloidal silver is converted by hydrochloric
acid in the stomache into the water insoluble nonabsorbable silver-chloride. The silver toothpaste
containing 0.25 % of the additive, containing 5 % nanosilver on the carrier is considered safe.
Concentrations of silver in drinking water a concentration of 50 µg/ l (US) 100 µg/l in EU is
considered safe.

3.2 Determination of antimicrobial activity:

1 g of toothpaste with activated nanosilver (0.25 %) was mixed with 109, 108.107 CFU of S.
aureus, E. coli and P. aeruginosa. Three hourly determination of colony forming units has been
performed by plating 10 µl of each sample on an agar plate. Plates are incubated for 24 hours at
37 ˚ Celsius. Thereafter fotodocumentation of the plates is performed.

3.3 Investigations of cytotoxicity

Cytotoxocity was investigated with the NBT Test. MRC5 (mouse fibroblasts) cells were incubated
with an 24 hours eluent of 1 g toothpaste with 1 % activated nanosilver. Then the colorless
farmazan was added to the test cells. Viable cells generate oxygen which converts farmazan into
nitro-blue tetrazolium. After 6 hours the color change of the test cells was determined by optical
density measurements.

A loss of viability of the test cells of less than 10 % was found. This means that the toothpaste
lacks cytotoxicity and is safe for longterm use.

Histologic investigations of epithelial cells after 24 hours contact of the carrier material
with attached nanoparticles were performed. There was no penetration of carrier material nor
of nanoparticles into epithelial cells.

4 Clinical investigation:

4.1 Prospective randomised evaluation

40 patients with parodontitis were enrolled in the study. Initially a baseline evaluation was per-
formed with determination of the depth of the sulcus, measured by two independent investigators.
Patients were randomly allocated to one of 4 samples containing 1%, 0. 25 %, 0.1% and 0.01 %
of nanosilver in the toothpaste for two weeks. Cleaning with the antimicrobial toothpaste was
performed twice daily. After two weeks patients were reevaluated.
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Fig. 1: Antimicrobial activity of 1 g toothpaste containing 0.1 % of the additive with 5 % activated
nanosilver after a 24 hour elution

Ag-Active Study Evaluation of patients 0,25% Nanosilver
Pat Sulcus 1st interv. 2nd interv. Overall

start 14 days 28 days % points % % points % % points %
1 10,49 8,64 10,49 -1,85 -18% 1,85 18% 0,00 0%
6 21,52 8,33 29,86 -13,19 -61% 21,53 100% 8,34 39%
9 20,13 8,33 25,69 -11,80 -59% 17,36 86% 5,56 28%
10 19,33 7,33 15,33 -12,00 -62% 8,00 41% -4,00 -21%
15 25,30 16,04 24,07 -9,26 -37% 8,03 32% -1,23 -5%
19 22,22 5,55 18,05 -16,67 -75% 12,50 56% -4,17 -19%
21 8,88 1,66 10,00 -7,22 -81% 8,34 94% 1,12 13%
28 14,03 6,14 19,29 -7,89 -56% 13,15 94% 5,26 37%
31 9,61 12,82 8,97 3,21 33% -3,85 -40% -0,64 -7%
33 14,10 5,12 15,38 -8,98 -64% 10,26 73% 1,28 9%

Mean 16,561 7,996 17,713 -8,565 -48% 9,717 55% 1,152 7%
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Fig. 2: This graph shows the results of this study.

Ag-Active Study Evaluation of patients 0.1 %
Pat Sulcus 1st interv. 2nd interv. Overall

start 14 days 28 days % points % % points % % points %
4 13,54 7,29 13,02 -6,25 -46% 5,73 42% -0,52 -4%
12 7,40 3,08 9,87 -4,32 -58% 6,79 92% 2,47 33%
17 23,45 16,66 16,04 -6,79 -29% -0,62 -3% -7,41 -32%
18 8,97 3,84 8,97 -5,13 -57% 5,13 57% 0,00 0%
24 18,58 11,53 18,58 -7,05 -38% 7,05 38% 0,00 0%
25 15,47 5,35 8,92 -10,12 -65% 3,57 23% -6,55 -42%
26 13,69 13,69 22,02 0,00 0% 8,33 61% 8,33 61%
36 12,00 10,00 17,33 -2,00 -17% 7,33 61% 5,33 44%
39 18,39 19,54 17,24 1,15 6% -2,30 -13% -1,15 -6%
40 10,00 8,88 10,55 -1,12 -11% 1,67 17% 0,55 6%

Mean 14,149 9,986 14,254 -4,163 -32% 4,268 38% 0,105 6%
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Fig. 3: This graph shows the results of this study.

After the evaluation at two weeks the patients were switched to their normal toothpaste.
Reevaluation was performed at 4 weeks (two weeks after use of the non-antimicrobial toothpaste).

The data indicate, that virtually all patients benefited from 1%, 0.25% and 0.1% of activated
nanosilber in toothpaste and responded with a substantial decrease of their inflammatory changes
of their gums and a reduction of the sulkus depth of approximately 90 % during the 14 days, the
patients used the nanosilver impregnated toothpaste. The effect of a 14 days use was not lasting
and the majority of the patents relapsed after the next 14 days.

4.2 Results of a long term investigation

6 persons were ask to clean their teeth continuously for 1 year. Toothpastes were provided to all
of them. All persons adhered to the program and brushed their teeth twice daily. Patients were
provided toothpaste free of charge and compliance was controlled by colleting empty tubes every
3 months.

After 3, 6, 9 and 12 months these probands were evaluated by the investigator.
The appearance of the gums is fresh, viable and no sulcus or inflammation was seen. No

bleeding occurs with brushing the teeth. The sulcus bleeding index (SBI) is < 5.
In contrast to previous believe, there was no discoloration of the teeth or the gums

even after continuous use for > one year! The toothpaste was well tolerated and highly
appreciated by the probands.

5 Summary

Activated nanosilver is highly effective in the threatment and prevention of periodontitis. It is
well tolerated and no adverse events were seen. Patient appreciation and satisfaction is excellent.
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The data are part of the Inaugural dissertation of W. Wanninger, Zahnarzt in Straubing, Bahn-
hofsplatz 2
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Laser irradiation application for creating volumetric
nanocomposits for medical purposes

Podgaetsky V.M.1, Sàvransky V.A.2, Selishchev S.V.1, Simunin M.M.1, Titkova D.A.1

1 Moscow Institute of Electronic Engineering (MIEE), Department of BioMedical Systems,
Moscow, 124498, Russia

2 Institute of General Physics (RAS), Russia

Development of the nanotechnology industry determines the whole technological state of
present century. It is difficult to find some area of practice, development of which doesn’t depend
on the progress made in this industry. A great significance is attached to application of nanoma-
terials allowing performing therapeutic action at the cellular and more underlying levels.

Among well-known nanomaterials a thread-like modification of carbon – carbon nanotubes
(CNT) – is especially valuable. Size and properties of the carbon nanotubes are perfectly suit-
able for drug transportation inside biological tissues, manufacturing of subminiature diagnostic
sensors and robots for fine monitoring of the physiological processes, production of nanosurgical
armaments and etc. There is hope that CNT can be of great use at solving the problem of vol-
umetric nanocompositions manufacturing, as nanocompositions are very suitable materials for
applied medicine, but so far only the two-dimensional structures of nanoparticle conglomerates
(junctions) at the orienting substrates have been produced.

One of the acute problems of the modern bioengineering is to create artificial human organs.
For this purpose the manufacturing technique of the implants of high mechanical strength and
long-time reliability has to be designed. The implants should meet medical practice requirements.
Such kind of properties may be inherent in the volumetric nanocompositions serving the role of
the scaffold materials which allow the self-organization (self-assembly) of the biological tissues

Biomedical applications of nanotechnology arouse significant interest as conventional meth-
ods of surgical prosthesis are facing certain difficulties. For example, metal and plastic implants
of hip joints are not always firm and require surgical replacement after short period of exploita-
tion, inducing feeling of discomfort and creating possible complications while operating. On the
other hand, autographs (from the tissues of the patient itself) and allographs (from the tissues
of another man) are scarce and difficult to buy, moreover implementation of surgical operations
becomes complicated because of biological distinctive features of patient’s organism.

At present the biocompatibility of carbon nanotubes (CNT’s) has been demonstrated for neu-
ral and bone cells that proved the principal possibility of cultivation, reproduction and prolifer-
ation of such cells on CNT substrates. After cell phenotype modification CNT’s are probably
capable of causing the regeneration of human organism tissues so they can be considered as the
alternative filling material of artificial implants [1, 2].

So it is timely to set and solve the problem of manufacturing nanocompositions which will
sustain tissue self-assembling. While transplantating the nanoimplants in vivo to the place of their
application the laser welding method excluding the pathologic flora penetration into patient’s
organism can be used as it delivers some advantages over the other methods of human organ
stitching. The next step in given direction can be done with the use of laser radiation, which
thermal and (probably) orienting effects will sustain the creation of volumetric biocompatible
material.

Multiwalled CNT’s (MCNT) dissolved in process solution were used for nanocomposition
making. The CNT’s were produced from the ethanol by catalytic pyrolysis method. The choice
of the method was stipulated for purity of the reagent and the possibility of getting material with
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less percentage of admixture due to oxidation of thermodynamically unstable intermediate carbon
structures. Internal section of the chamber for CNT manufacturing was made of ceramics with
low thermal conductivity, and external wall – of heat-resistant steel. Carbonaceous gas-vapor
mixture puffing was performed owing to disparity between pressure in retort with mixture and
pressure in chamber. MCNT were produced using sol-gel catalyst.

The product produced was examined using atomic-force microscopy (AFM) methods. The
CNT diameters ranged between 3 and 30 nm. The material was composed of CNT’s with Ni in-
sertions which are responsible for its magnetic activity. The AFM method findings demonstrated
the CNT structure perfection.

After that CNT’s were introduced into the water colloidal solution of the bovine or human
serum albumin. This protein performing transport function in animal and human organisms was
chosen due to its successful using as a part of tissue laser solders (with the dye ICG addition)
while performing laser welding of biological tissues. The nanotube concentration varied from 10
to 50 g/l. The process solution was sonicated during several hours. Absorption spectrum of the
solution is represented in the figure 1.

The irradiation of process solution was carried out using diode IR laser (λ = 0,97 µm, N ≤
10 W) with the fiber-optic outlet, equipped with light target designator. The solution was placed
in glass vessel of volume from 5 to 10 ml. The solution irradiation continued till the complete
liquid evaporation and black product formation at the bottom of glass vessel. Measures were
taken to prevent the untimely albumin denaturation. The quality and hardness of the material pro-
duced depended on the intensity and duration of the laser irradiation. The consistence of product
samples varied from paste-like (suitable for medical purposes) to vitreous one.

Fig. 1: Visible region of absorption spectrum of 20% water albumin-CNT solution (layer thick-
ness 1 cm). In the insert – ultraviolet region of absorption spectrum of bovine serum albumin
water solution (layer thickness 1 cm, c=6.5 µM/l)

To take pictures of surface structure of the nanocomposits at the nanoscale dimension atomic-
force microscopes (AFM) Solver P4 + Solver P47 were used. In the figure 2 AFM picture of the
nanocomposit film, which was taken after local vaporization of the drop of the solution at the
silicon substrate, is shown. Scanning was performed in the picture area 3x3 µm. Light areas
represent heights, dark areas – deepening, and blue color corresponds with grade level.

As can be seen from the figure 2, nanomaterial is a volumetric quasi-periodic structure of
round globules with diameter of those varying from 200 µm to 500 µm, visible altitude – 30-
40 µm. In the other areas of the tape globules of the similar size but of ring-shaped form can be
seen. In the figure 3 (picture area 3x3 µm) overview of the object and cross-section of one of the
globules are shown.
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Fig. 2: AFM picture of the nanomaterial film - Picture area 3x3 µm. Division value of the axes:
X and Y = 100 nm, Z = 5 nm.

Fig. 3: AFM picture of the nanomaterial film and section of the ring-shaped globule. Picture area
3x3 µm. Division value of the axes: X and Y = 100 nm, Z = 10 nm.
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With the purpose of eliminating the possible presence of the bacterial material in the paste
sample ultraviolet irradiation (with lamp PRK-4 for 4 minutes at the distance ∼ 20 cm) and
iodination (during 3 minutes) of product films were performed. As AFM pictures of irradiated
and iodinated films were similar to those obtained for source material, bacterial infection of paste
sample is unlikely.

Microscopic study of the material at a magnification of 100x showed the presence of piece
of micron-sized particles.

A study of photodiode current diagrams was performed. Photodiode received signals from
AFM microscope cantilever (holder) oscillated at the scanned surface. The study showed that
light areas in the figures 2 and 3 corresponds to attraction of the cantilever to the surface, and
dark areas – to repulsion. It means that globules consist of electrically charged material that
might represent CNT convoluted into a ball with past-like denaturated albumin as an intermediate
material.

It worth noticing that possible alternative ways of CNT volumetric composition formation
(namely thermal and ultrasonic methods) from protein solution didn’t produce a result because
of albumin decay into flakes without binding together with CNT’s).

In this paper a previously unknown method of laser manufacturing of quasi-periodic nanocom-
positions from the CNT-protein solution under the laser irradiation has been offered. Medical
application of the material produced is stipulated for the possibility of achieving the effect of
biological tissues self-assembly on the nanotube scaffold. The further investigations must be de-
voted to searching of optimal conditions of nanomaterial and CNT compounds manufacturing
with the aim of producing biocompatible implants of novel type which can be used in plastic
reconstructive surgeon.

References

1. Mattson M.P., Haddon R.C., Rao A.M. J. Mol. Neurosci., 14, 175 (2000)
2. L.P.Zanello, B.Zhao, H.Hu, R.C. Haddon. Nano Letters, 6, 562 (2006)



222

MUSTOF-Endoscopy for Natural Orifice Transluminal
Endoscopic Surgery



223

An Innovative, Safe and Sterile Sigmoid Access for
NOTES (ISSA)

D. Wilhelm12, J. Penne4, S. v. Delius3, A. Meining3, J. Hornegger4, and H. Feussner12

1 Department of Surgery, Klinikum r.d. Isar, Technical University, Munich
(Prof. Dr.Dr. J.R.Siewert)

2 Workgroup for minimal invasive Surgery MITI, Klinikum r.d.Isar, Technical University,
Munich

3 2nd Medical Department, Klinikum r.d. Isar, Technical University, Munich
(Prof. Dr. R.M.Schmid)

4 Computer Science Department, Pattern Recognition, University of Erlangen
(Prof. J. Hornegger)

1 Background

The use of natural orifices of the human body (NOTES) allows surgical treatment without any
incision of the abdominal wall and therefore is supposed to further reduce known drawbacks of
open surgery like postoperative pain, wound infection rates and incisional hernias. Up to now
most groups performing NOTES procedures are using a transgastric approach to enter the peri-
toneal cavity for diagnostic purposes and to treat intraabdominal organs as the gallbladder1,2,
the stomach3,4, the uterus5 or the fallopian tubes6. Unfortunately the transgastric approach of-
fers only a limited view to the upper abdomen as an inverted view is necessary. Additionally the
missing availability of a practicable sealing method for the entry site7,8 is still a problem.

For these reasons other access routes than the transgastric approach are of high interest. Fong
et al were the first to describe a transcolonic advancement, but much more than the transgas-
tric approach this technique was combined with an increased bacterial contamination rate of the
abdominal cavity8.

We developed an innovative sigmoid approach in order to reduce the risk of laceration of
intraabdominal organs and to allow for a sterile introduction of the flexible endoscope. This ap-
proach additionally allows the leak-proof closure of the entry site and therefore offers an inter-
esting alternative to known techniques.

2 Material and Methods

Evaluation of the innovative transsigmoid access was based upon 10 acute and 5 survival porcine
models. In the non-survival part, all pigs were sacrificed after completion of the intervention
immediately followed by necropsy, whereas observation over 10 days with subsequent euthana-
sation and necropsy was undertaken in the survival model. The study protocol of the latter model
was approved by the commissioner of animal welfare of the Government of Upper Bavaria.

All animals received regular feeding until 24 hours before the procedure. Sub-sequently, they
had a liquid diet until 12 h before the intervention.

After preanasthesia sedation, general anesthesia was initiated. After endotracheal intubation
and throughout surgery, maintenance of anesthesia was achieved by continuous inhalation of
isofluran with bolus application of fentanyl. Before performing the transsigmoid approach an
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antibiosis was applied to all pigs. Intervention was performed in a supine position of the pig.
The anorectum was cleaned by administration of tap-water enemas and repeated irrigation with
sterilized isotone fluids.

The main procedure consists of 4 consecutive steps:
1: Instillation of the protective fluid
In the beginning, a hydroperitoneum is established using a sterile Verres needle which was

inserted below the navel. Via this needle 1 part of taurolidin and 2 parts of Ringer solution at
a total amount of 1/10 of the body weight of the pig are installed into the abdominal cavity.
Taurolidin solution is a decontaminating fluid widely used in general surgery for the prevention
and therapy of peritonitis. The pigs then are positioned in an anti-Trendelenburg position (head
raised up 30 ˚ ), what separated the pelvic content (small intestine) from the pelvic floor and the
rectosigmoid.

2: Identification and preparation of the entry point
Then the rectosigmoid is entered at a point which is demarked by a rectocele, an excavation

of the rectosmoid caused by the installed fluid. Surrounding the future entry point a purse string
suture was placed for sealing of the bowel wall afterwards.

3: Introduction of the guide tube
Then a specially designed, sterilized endoscopic guide is introduced. With its sharp tip, the

entry point is perforated giving entry into the abdominal cavity. Then the endoscopic guide is
advanced and as soon as the peritoneal cavity is intruded, the inlay is slowly removed. The outer
end of the guide tube is connected to an airtight valve unit and a gas-sterilized flexible endoscope
is inserted via the guide tube into the abdomen to perform the further intervention.

4: Removal of the guide tube, closure of the entry site
After the inspection of the peritoneal cavity being finished and the intraabdominal fluid and

air being removed by suction, the flexible endoscope is withdrawn with the guide tube. Under
visual control, the purse string suture is closed. Finally, the small nipple resulting from the purse
string is additionally secured by the application of a linear stapler

To assess the value of the transsigmoid approach it was aimed to inspect at least both upper
abdominal quadrants including liver, spleen and the gall bladder. Standard endoscopic manipu-
lations, such as rotation, torque, retroflexion and tip deflection were mandatory. In 5 pigs of the
acute porcine model a cholecystectomy was performed. In the survival model which served for
evaluating of the approach, surface swabbings were taken from the tip of the guide tube when
extracted, to evaluate bacterial contamination.

For the survival porcine model all pigs received an antibiotic therapy during the first two
postoperative days with peroral enrofloxacin application. In the following, all pigs were investi-
gated daily for signs of infection and temperature was acquired twice a day. All animals were
allowed for free oral feeding the day after the intervention. On the 10th day, the pigs were
weighted and finally sacrificed as mentioned. In postmortem analysis the abdominal cavity was
inspected for signs of infection, bleeding, perforation or peritonitis. As soon as the peritoneum
was opened, surface swabbings were taken for microbiologic testing. Inspection of the peritoneal
cavity was performed focused upon the entry point and adjacent structures to identify any leak-
age, fistula, adhesions or laceration. The rectosigmoid was excised in accordance to usual surgical
techniques and further examined. In addition, tissue specimes from the entry site were obtained
for histopathologic examination.

3 Results:

The transsigmoid approach was technical feasible in all animals. An adequate entry point could be
identified by the help of direct inspection and endoluminal ultrasound in each case. The incision
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of the rectosigmoid could be performed without relevant immediate complications in all animals.
The guide tube could always be easily advanced into the peritoneal cavity and allowed for direct
introduction of the endoscope. Endoscopic manipulation was not impaired for the tube guided
endoscope as compared for traditional approaches.

The average time to accomplish the procedure was 9,3 min (+/- 1,3) for the incision process
and 7,8 min (+/- 2,3) for the withdrawal of the scope and closure of the entry site. The most
time consuming part was the induction of the fluidoperitoneum through the Verres needle which
took 20-30 minutes. Visualization of the upper abdomen was excellent. Identification of the liver,
spleen and stomach could be achieved within moments, a direct access to the gallbladder was
possible within 2 minutes without the need of retroflexion.

NOTES-cholecystectomy could successfully be performed in 3 of 5 pigs. In one pig bleed-
ing complication occured due to injury of hepatic vessels, exposition of the gall bladder was
impossible in another pigs because of an oversized liver lobe.

For the survival model almost all animals showed an excellent condition during the obser-
vation period. All animals had a regular bowel function with a defecation starting at the 2nd

postoperative day in median. The pigs were ambulated freely and showed a normal behaviour
without any signs of distress.

In postmortem examination there were no signs of infection or peritonitis in all cases, which
was confirmed in microbiologic testing with no bacterial growth after 48 hours. The entry sites
in most cases could hardly be identified on the peritoneal aspect of the colon and appeared as
well-healed, pale scar. There was no major bleeding observed during the insertion part of the
procedure, no organs damage was identified. The closure of the entry site was successful in all
animals and resulted in a leak proof sealing without any narrowing of the lumen .

4 Discussion:

Natural orifice transluminal endoscopic surgery (NOTES) is supposed to further reduce the in-
vasiveness of transabdominal surgery by eliminating abdominal incisions and multiple trocar
puncture sites9. Most NOTES procedures recently are performed transgastrically with the need
for awkward retroflexion to visualize structures and to perform therapeutic manipulations in the
upper abdomen2,5,10. Especially, the ability to identify, manipulate, and resect the gallbladder
has proven to be technically challenging2,11. To overcome these obstacles encountered through
a transgastric incision, a transcolonic approach that provides an en face orientation to organs in
the upper abdomen for better visualization and scope stability was first employed by the Boston
group1,8. Unfortunately the approach was combined with increased bacterial contamination of
the abdominal cavity and the closure of the entry site turned out to be critical. In our series we
had no such complications, what may be due to several modifications and additional precautions
we made. Prior to the colonic incision we instilled taurolidin solution, a decontaminating fluid
widely used in general surgery for the prevention and therapy of peritonitis, into the abdominal
cavity. The usage of a sterilized guide tube might have also contributed to the safety of the pro-
cedure with regard to infection. We believe, that procedures requiring multiple intubations, such
as cholecystectomy, would profit even more as repeated passages along colonic mucosa could be
avoided. Lastly, the full-thickness apposition and surgical closure of the entry point led to reliable
leak proof sealing of the colonic wall without compromising the lumen. We consider the surgical
approach advantageous compared to clip closure as the latter may become insufficient due to me-
chanical extension of the relatively thin-walled colonic incision as mentioned previously8,12, the
circumscribing purse string at the incision site provided additional support by sealing the incision
around the guide tube during the procedure.
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The exposition of the gall bladder using a transsigmoid approach was easily performed in 4
of 5 pigs. It allowed for surgical manipulations and cholecstectomy in 3 of 5 pigs. This reflects
the convenience of an en-face proceeding, realized by the transsigmoid approach.

In conclusion, we demonstrated that the transcolonic approach to the peritoneal cavity with
systematic abdominal exploration is feasible and safe. The use of preprocedural intraabdominal
instillation of a decontaminating fluid, the application of a sterilized guide tube and the surgical
closure of the entry point resulted in a procedure with nearly no complications in our series.
Furthermore, enhanced manoeuvrability and stabilization was provided by the intraabdominal
part of the guide tube. Future studies in the animal model are mandatory for evaluation of our
innovative, safe and sterile sigmoid access (ISSA) for NOTES procedures in the upper abdomen
before translation to human applications.
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Abstract. The use of time-of-flight cameras (TOF) in minimally invasive surgery
is expected to grow over the next years. Some of the camera parameters like
modulation frequency, integration time or focal point of the camera lens are still
controlled by hand. In order to make the handling of a MUSTOF (Multi sensor
TOF) endoscopic system more convenient the automation of these parameters
with the help of pattern-recognition-methods is a desirable aim [1]. We present a
new approach for the automation of the control of one of those parameters, the
integration time. We achieve an improvement in time consumption over existing
approaches while retaining accuracy of the distance measuring process.

1 Introduction

Distance measuring time-of-flight (TOF) cameras are already widely used in many sectors. It is
easily understood that 3D views are a big gain for minimally invasive surgery (MIS) and natural
orifice transluminal endoscopic surgery (NOTES), improving both, precision and convenience
of such treatments. For that reason the development of the use of TOF-cameras in minimally
invasive surgery has been intensified. Before commercial products can be realized there are still
hurdles to overcome.
One of those hurdles is reaching a sufficient accuracy of the distance measuring process. So far,
under best conditions TOF-cameras reach a distance accuracy of 1-2 mm for distances up to
50 cm. Outside the best conditions the distance measurements rapidly loose accuracy, thus it is
essential to operate the TOF-cameras in best conditions. One important parameter that influences
the precision is the amount of received light. The amount of received light is directly controlled
by integration time, which is the time-span where the CCD-sensor receives light.
But let’s first have a look at the basic principle of the TOF-camera [2][3]:

– Modulated light is sent out by the camera (active illumination), scattered by the object and
received again by the camera.

– The camera measures the phase difference φd between the sent and received light.
– The phase difference is measured by sampling the received signal at 4 measurement points

(fig. 1). The phase difference is calculated by

φd = arctan(
a0 − a2

a1 − a3
).

– The distance d now is calculated by

d =
c

2f0

φd

2π
. (with the speed of light c and the modulation frequency f0)
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Fig. 1: Sampling points of the received signal

2 Problem description

Our measurements show that it is necessary to be within a certain range in integration time, in
order to obtain accurate distance information. It can be seen on fig. 2 that a too low integration

Fig. 2: Standard-deviation vs. Integration time

time results in a high uncertainty (high standard-deviation). This is caused by statistical effects
of the electron-generation/photon-absorption process. A too high integration time also leads to
high uncertainty. This is caused by saturation effects. The region of ’correct’ integration time
varies with distance and reflectivity of the observed object. For less reflectivity or further away
objects, this region is shifted to higher values (longer integration time) and for higher reflectivity
and closer objects to lower values (shorter integration time)(fig. 3). It is therefore necessary to
find the right integration time for any observed object, which is one of the aims of our work.
The adjustment in integration time also needs to be as fast as possible or at least within 1-2
seconds as it is not reasonable for a surgeon to wait any longer until she/he has access to accurate
distance data. Manually adjusting the integration time has major drawbacks. Our measurements
show that it takes between 5-10 seconds to adjust manually. The adjusting process also needs a
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Fig. 3: Standard-deviation vs. Integration time for different distances/reflectivities

lot of attention of the surgeon or alternatively of a second person that controls integration time.
So we try to discuss and provide solutions for the following questions:

– Is there a reliable way of judging which integration time is good and which is not?
– Is an automation of the integration-time-adaption possible? Can it be realized in such ways

that the adaption process is fast enough in order to avoid irritations and inconveniences for
the surgeon/medical staff?

3 Methods

During our experiments we found out that the amplitude image that the cameras supply is a good
indication of the reliability of the distance values (fig. 4). We see that the curves for different
reflectivities/distances cover very well, which means that a certain amplitude can be interpreted
as an indicator for accuracy. The amplitude value is usually based on the evaluation algorithms
implemented in the camera. Basically the amplitude A depends (fig. 1) on the measured values

according to A ∼ 1

2
·
√

(a3 − a1)2 + (a0 − a2)2. Yet the amplitude range that offers a good
reliability has to be measured for every camera model.
For the adjustment of the integration time, our first realizations were simply increasing integra-

tion time by a fixed step if amplitude is too low and decreasing it if amplitude is too high. This
approach had two major drawbacks. It is quite slow, as the curves for low reflectivity or high
distance are very shallow compared to high reflectivity or short distances (fig. 5). It would take a
lot of steps for low reflectivities/high distances to reach the desired region of amplitudes. We can
also see (fig. 5) a region with negative slope. If our camera somehow is in this region, the algo-
rithm would find a too low amplitude and would therefore increase the integration time, resulting
in an even lower amplitude.
Consequently the next approach involved slopes to a) estimate how big the consecutive steps need
to be in order to reach a good amplitude as fast as possible and to b) determine on which side
(positive slope/negative slope) of the curve it is right now. Unfortunately this didn’t work very
well, we needed a lot of measurement points to calculate a reliable slope, which is quite easy to
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Fig. 4: Standard-deviation vs. Amplitude for different distances/reflectivities

Fig. 5: Amplitude vs. Integration time for different distances/reflectivities
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understand if we look at a detailed view of the integration time - amplitude curve. The points are
heavily scattered, therefore it is not possible to calculate a reliable slope out of a maximum of
10 points (again every point means one frame). Even if we got a reliable slope, this could only
give coarse clue for the position on the curve, as we already know that the curves have different
shapes for different reflectivity/distances (fig. 5).
When dealing with this problems we noticed that the curves for different reflectivities/distances

Fig. 6: Rescaled curves: Amplitude vs. Integration time for different targets/distances

look somehow similar. We found out that the curves are linear scaled on the integration time axis
up to a certain degree. So if we rescale the curves to a reference curve they are nearly congruent
(fig. 6). This can be used for adjusting the integration time, our algorithm does the following steps
to calculate the correct integration time.

1. Before we can even use our algorithm, we need a reference curve. So we direct the camera
to a static scene (typically similar to the later use of the camera) and record the amplitude
values for consecutive integration time values (for example, 100 µs, 200 µs, 300 µs...). For
a reliable curve, we measure a few frames for every integration time and calculate the mean
value of the amplitude data. In the end we get a curve with (typically a few hundred) n pairs
(Ix; Ax), 0 < x ≤ n, consisting of an integration time Ix and the belonging to its amplitude
Ax. This is our reference curve.

2. In the auto gain process we need a reliable data pair on our (now unknown) curve which con-
sinsts of an integration time Im and the measured amplitude Am. This is done by a multiple
measurement of the amplitude at the constant integration time Im with following calculation
of the mean value. Before this the integration time is risen until a certain minimum amplitude
is reached. This is necessary because the measurement points are heavily scattered for low
amplitudes and therefore have got a high inaccuracy.

3. In the next step the amplitude Am of our data pair is compared to the amplitudes of the
reference curve. The amplitude Ab that matches our measured amplitude best (that means,
which is closest to the measured amplitude) is identified and the belonging to its integration
time Ib is read out.
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4. The scaling factor s is calculated. It is the ratio of the integration time used for the measure-

ment and the read out integration time. s =
Im

Ib
5. Now the target amplitude is compared with the amplitudes in the reference curve, again the

amplitude closest to the target amplitude is identified and the belonging to its integration
time Ib read out.

6. The target integration time It can now be calculated according to It = s · Ib.

4 Results

The knowledge of the scaling factor s allows to jump directly to the appropriate integration time
It, without having to do any intermediate steps. The reference curve usually needs only to be
obtained once for every camera-endoscope setup.
With the help of the described procedure it is possible to speed up the auto gain process. Our ex-
periments have shown that manually adjusting the integration time normally takes 5-10 seconds,
depending on how much the integration time needs to be changed. First automatic approaches
took about 10-20 seconds. Our method normally needs 9-12 frames to adjust to the right integra-
tion time, 3 frames under good conditions (only small adjustment needed), which results in 1-3
seconds and for good conditions below 1 second.

5 Outlook

The method is still limited to a region of about 1 meter around the distance in which the reference
curve was obtained, as the curves are only scaled in first approximation by a constant factor. With
bigger differences in distance the non-linearities grow and limit the accuracy of the method. At
this point development is still necessary, we are confident that we are able to adapt the usability
to a wider distance range.
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Abstract. TOF (Time-of-Flight) technology enables the real-time 3-D surface
reconstruction of the current field of view of a TOF camera with a constant lateral
resolution. We propose algorithms for the calibration of a TOF camera which in
combination with rigidly mounted standard cameras enables the photorealistic
3-D surface reconstruction of the current field of view by registrating the optical
centres of the involved cameras and projecting the 3-D surface reconstruction into
the standard camera image plane. For various applications not only the surface in
the current field of view has to be reconstructed: We propose an algorithm to
registrate consecutively acquired 3-D surface reconstructions of static scenes.

1 Introduction

In many applications, such as medical imaging, robotics, biometrics, automobile security and
navigation and surveillance a three-dimensional representation of the environment is required.
The acquisition of 3-D data has become one of the most important challenges in the design
of modern electronic image sensors as the acquisition of 3-D data is favoured over alternative
methods based on ultra-sonic or radar. Furthermore, by the direct acquisition of 3-D information
time-consuming processing steps to compute the 3-D information from 2-D information are ob-
solete. The main advantage of optical systems is the capability of a very fast 3-D data acquisition,
an eye-safe system setup and a high lateral resolution.
Standard acquisition techniques incorporate scanning systems or stereo systems with complex
filtering and correlation processing units. But the real-time requirement which is done for most
applications implies that neither the complex calculation of a distance map nor a scanning com-
ponent should lead to an additional processing time-delay. Optical cost-efficient real-time 3-D
cameras thus are hardly realizable with these techniques. Consequently, for 3-D imaging of the
whole field of view pixel matrices are required with each pixel capable of delivering the distance
information of one point in the field of view. Thus, these pixels are termed smart pixels.
The time-of-flight (TOF) technique is one possible method for the fast optical acquisition of dis-
tance information. The time that light needs to travel from the measurement system to the object
and back again corresponds directly to the distance R, and is called time-of-flight (TOF):

TOF =
2R

c
, (1)

where c is the light velocity (c ≈ 3 · 108 m
s

). The method is very suitable for ranges starting from
some centimetres to several hundreds of meters with relative accuracies of 0,1%. Nevertheless,
the relative accuracies depend strongly on the illumination conditions and the effective supression
of multiple reflections. Based on smart demodulation lock-in pixels the parallel measurement of
the distance can be realized for some thousand points in a scene [1]. Two methods for measuring
the TOF are distinguished:
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– A light pulse is sent out and its turn-around time is measured directly.
– A continuously-modulated, e.g. sinusoidally modulated, light wave is emitted and the phase

delay between the original and received light signal is estimated to compute the time or
distance information.

The latter method is used in available range imaging sensors.

2 Model description

TOF technology enables the direct acquisition of the distance information about a world point
which is projected on a sensor element [2]. Currently, framerates of 12...50 fps are achieved by
TOF cameras.
TOF cameras illuminate the scene actively with an optical reference signal. By Smart Pixels,
which are integrated into the TOF camera chip (TOF chip), the reflected optical wave is anal-
ysed and for each pixel the phase shift compared to the reference signal is estimated. Assuming
a constant speed for the spread of the signal the phase shift is directly proportional to the dis-
tance of a point in the recorded scene. Currently, lateral resolutions of up to 144×176 pixel and
z-resolutions of 1 mm are available. Simultaneously to the phase delay, the amplitude of the re-
flected optical wave is estimated. This information provides a gray-scale image of the scene, with
the reflectivity of the material being encoded in the gray-values. We will reference the amplitude
and distance data as one frame acquired by a TOF camera.
The registration of this data with simultaneously acquired color data of a standard 2-D camera will
be described in the following section. Furthermore, the registration of consecutively acquired 3-D
surface reconstructions is described. The amplitude value acquired with a TOF camera at pixel
(i, j) is denoted with ai,j . The corresponding distance value measured in mm is denoted with
di,j . The color value in the 2-D camera at position (i, j) is denoted with pi,j . TOF camera and
2-D camera are modeled as pinhole cameras. The intrinsic parameters (f : focal length, (cx, cy):
principal point) and the extrinsic parameters (R ∈ R3×3: rotation matrix, t ∈ R3: translation
vector) are denoted as given for the 2-D camera and denoted with a ′ for the TOF camera.
Using homogenous coordinates (indicated by ) a 3-D point q is projected to the 2-D camera pixel
p, according to

p = K[R|t]q (2)

and to the TOF camera pixel p′

p′ = K′[R′|t′]q, (3)

where K is the calibration matrix containing the intrinsic camera parameters [3].
Let (px, py) and (p′x, p′y) denote the physical dimensions of a sensor element of the 2-D or
TOF camera in mm. Given a distance value di,j , let dx = (i − c′x)p′x and dy = (j − c′y)p′y be
the distance of the pixel from the principal point measured in mm and dz =

√
d2

x + d2
y + f ′2

be the distance of the optical centre to the pixel measured in mm, the corresponding 3-D point
q = (qx, qy, qz)

T is computed by

qx =
dxdi,j

dz
, qy =

dydi,j

dz
, qz =

f ′di,j

dz
. (4)

As the 3-D coordinates are associated with pixels which are arranged in a regular 2-D grid in the
image plane an 3-D triangulation of the 3-D point cloud can easily be achieved. The 2-D pixel
grid is triangulated and than the triangulation is transferred to the 3-D points leading to a regular
triangulation. Thus, for each frame acquired with a TOF camera a consistent triangulation of the
reconstructed surface can be provided. Assuming the 2-D and TOF camera being rigidly mounted
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implies that the spatial relation between the optical centres of both cameras can be described by
a relative rotation Rr ∈ R3×3 and translation tr ∈ R3, with

Rr = RR′−1, tr = t−Rrt
′, (5)

where R, R′, t and t′ describe the pose of the corresponding camera in a common world coordi-
nate system.

3 Calibration

Two cameras are to be calibrated: the 2-D and the TOF camera. Tsai’s widely used algorithm [3]
is in principle applicable to both cameras:

1. Capture image of a calibration pattern with N calibration points.
2. Determine 2-D calibration points ci, 1 ≤ i ≤ N .
3. Assigning 3-D world points wi, 1 ≤ i ≤ N to 2-D calibration points.
4. Estimation of intrinsic (K) and extrinsic (R, t) camera parameters involving Levenberg-

Marquardt non-linear optimization [4].

For the 2-D camera the algorithm needs no modification. Considering TOF cameras the low lat-
eral resolution and the relative big size of the sensor elements (approx. 0.04 mm) lead to unstable
calibration results. By involving all the capabilities of a TOF camera the results can be stabilized
by not only minimizing the squared backprojection error

N∑
i=1

‖ci − proj(wi, K
′, R′, t′)‖2, (6)

where proj(wi, K
′, R′, t′) is the projection of the world point wi into the image plane specified

by K′, R′ and t′. Instead, the objective function was extended by a term which describes the
deviation of the 3-D reconstructed calibration points from the plane which they are lying on. Let
ĉi be the 3-D point reconstructed from ci specified in world coordinates (of the calibration pat-
tern) using the distance information available from the TOF camera and the extrinsic parameters.
Furthermore, εc denotes the regression plane calculated using all ĉi, 1 ≤ i ≤ N . The extended
objective function, which is minimized for a TOF camera in the calibration routine, is

N∑
i=1

(‖ci − proj(wi, K
′, R′, t′)‖+ α‖ĉi − wi‖+ βd(ĉi, εc)), (7)

where d(ĉi, εc) is the distance of ĉi to the regression plane εc and α, β are scaling parameters.
The term ‖ĉi − wi‖ penalizes wrong intrinsic and extrinsic camera parameters which lead to a
wrong reconstruction of the calibration points. The term d(ĉi, εc) only penalizes wrong intrinsic
camera parameters as only those are relevant for the reconstruction of all ĉi on a plane (wrong
extrinsic parameters only imply a rotation and translation of the plane).
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4 Registration

Using the calibration routine described above the extrinsic parameters (R′, t′, R, t) and intrinsic
parameters (K, K′) are known for each camera when capturing simultaneously an image of the
calibration pattern. This enables the calculation of Rr and tr as described by equation (5) and
(assuming a parallel acquisition of data) a computationally inexpensive assigning of 3-D points
to color information: by using formula (4) a 3-D point can be reconstructed which is specified in
TOF camera coordinate system and by applying formulas (5) and (2) the 3-D point is projected
into the 2-D camera image plane.

5 Surface reconstruction

The registration of consecutively acquired frames of a TOF camera enables the 3-D reconstruc-
tion of surfaces greater than the current field of view. Assuming a static scene and considering
the framerate of ≥12 fps which implies only relatively small camera movement between consec-
utive frames, two reconstructions ri and rj (with TOF camera poses (R′

i, t
′
i) and (R′

j , t
′
j)) are

related via a rotation R′
i,j and translation t′i,j of the optical centre of the TOF camera (assuming

constant intrinsic parameters). This relative pose between two reconstruction can be estimated by
the following steps:

– Initialization:
1. Acquire the first frame r1 of the TOF camera.
2. Detect edges in the amplitude and distance data (number of found points: N1). The 3-D

coordinates qi, 1 ≤ i ≤ N1 of points detected as lying on an edge are used as world
decription data W = {q1, ..., qN1}.

3. Initialize the TOF camera position with R′
1 = I and t′1 = 0, where I is the identity

matrix and 0 is a 3×1 zero-vector.
– Processing of subsequently acquired frames:

1. Acquire a frame ri of the TOF camera.
2. Detect edges in the amplitude and distance data (number of points Ni). The 3-D coor-

dinates qi, 1 ≤ i ≤ Ni of points detected as lying on an edge are used as current world
decription data Wcur = {q1, ..., qNi}.

3. Set the initial solution of the current camera pose to R′
i = R′

i−1 and t′i = t′i−1.
4. The current extrinsic camera parameters are estimated by maximizing the correlation

coefficient between edges detected in the current frame and edges already detected in
preceding frames. Formally: Apply a Levenberg-Marquardt non-linear optimization on
(R′

i, t
′
i) to maximize

ρ(proj(W, K′, R′
i, t

′
i), Wcur), (8)

where proj(W, K′, R′
i, t

′
i) describes the projection of the world description data W

on the image plane whose pose is described by (R′
i, t

′
i) and whose intrinsic parameters

are given by K′ (known from the calibration routine). Furthermore, ρ describes the
correlation coefficient according to Neyman-Pearson.

5. Update W : add the edges found in the current frame (Wcur) to W .
6. The relative camera pose compared to the preceding frame is described by R′

i−1,i =
R′

iR
′−1
i−1 and t′i−1,i = t′i −R′

i−1,it
′
i−1.

In each optimization step the world description data is projected into the current image plane.
Thus, regions in the current image plane which contain information about parts of the scene which
have already been reconstructed can be identified and omitted for an update of the visualization.
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Only parts of the scene which have not been seen before are added to the 3-D reconstruction and
so the unnecessary accumulation of redundant 3-D information is circumvented.
Clearly, the world description data is growing. And for each optimization step the world descrip-
tion data has to be processed. Consequently, the estimation of the current camera pose gets slower.
As the complexity of the estimation task is only depending on the size of the world description
data, the world description data might be thinned out when its size exceeds a certain value to meet
processing time requirements. This issue is currently out of the scope of this paper.
A global geometry is only available at the 3-D point level. A global triangulation of the scene is
not provided by this algorithm. Nevertheless, as stated earlier each frame provides a consistent
triangulation of the scene geometry in the current field of view. Each part which is added to the
reconstructed scene after a successful estimation of the new extrinsic parameters is consistently
triangulated. Thus, by stitching the scene together from consistently triangulated parts, at least
the visual effect is that of a closed surface.

6 Results

To evaluate the calibration routine for TOF cameras in terms of its stability the following ex-
periments were done with a SwissRanger 3100 (144×176 piyels). First, the TOF camera was
not moved while acquiring images and performing the calibration routine 16 times. Due to the
noise in the amplitude information the segmentation of the calibration circles and consequently
the input data for the calibration routine do differ. Furthermore, the low lateral resolution and
the relatively big dimensions of the TOF sensor elements do hinder a good convergence of the
estimation of the camera parameters when minimizing the standard objective function given in
equation 6. As the camera was not moved the standard deviation of the calculated intrinsic and
extrinsic camera parameters characterize the influence of the effects described. The results are
given in table 1.

Objective function f[mm] cx[pix] cy[pix] tx[mm] ty[mm] tz[mm] rx[rad] ry[rad] rz[rad]
standard (eq. 6) µ 8.37 87.855 69.882 -52.69 -55.71 284.40 0.128 0.280 -0.014

σ 0.057 1.032 0.886 1.87 1.19 1.88 0.003 0.006 0.001
extended (eq. 7) µ 8.21 86.68 69.33 -53.78 -54.93 279.80 0.126 0.277 -0.014

σ 0.067 0.382 0.256 1.08 0.34 2.13 0.001 0.003 0.0006

Table 1: Mean and standard deviation of intrinsic and extrinsic camera parameters after 16 cali-
bration routines with a non-moving TOF camera.

The same experiment was repeated but the camera was moved. In addition to the effects
described previously, the occuring varying illumination of the calibration pattern leads to a desta-
bilization of the segmentation of the calibration circles. 16 calibration routines were performed.
The results are given in table 2. The experiments were repeated with a 2-D camera: a Logitech
QuickCam Messenger USB (324× 248 pixel) was used to perform the calibration routine 16
times with non-moving camera. The results are given in table 3

The results indicate that the relative position of both cameras can be estimated with an accu-
racy of about 5mm in each translation component and an accuracy of 0.014 rad in each rotation
component. This accuracy is sufficient to provide an reasonable overlay of 3-D information with
color information. Figure 2 shows two simultaneously acquired TOF and Web camera images
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Objective function f[mm] cx[pix] cy[pix]
standard (eq. 6) µ 7.95 87.681 70.515

σ 0.528 0.874 0.830
extended (eq. 7) µ 8.20 86.19 68.84

σ 0.168 0.910 0.903

Table 2: Mean and standard deviation of intrinsic and extrinsic camera parameters after 16 cali-
bration routines with a moving TOF camera.

f[mm] cx[pix] cy[pix] tx[mm] ty[mm] tz[mm] rx[rad] ry[rad] rz[rad]
µ 3.93 124.43 152.23 -37.06 -72.08 246.95 0.282 -0.421 -0.264
σ 0.027 5.025 0.850 3.086 0.516 1.399 0.006 0.011 0.003

Table 3: Mean and standard deviation of intrinsic and extrinsic camera parameters after 16 cali-
bration routines with a non-moving Web camera.

and the result of projection the 3-D surface reconstruction into the web camera image plane after
registrating the optical centres of the cameras. Due to the hardware setup and camera character-
istics the common field of view does not completely overlap. When no color information could
be assigned to a 3-D surface point the corresponding amplitude gray value was used as texture.
To illustrate the reconstruction of scenes greater than the current field of view by estimating the
current camera pose an image sequence was processed. The scene contained a chair. The inital
viewing direction of the camera was to the left of the chair. Then the camera was moved to the
left, making the chair move through the field ov view from right to left 1.

7 Conclusion and Outlook

Algorithms for the calibration of TOF cameras, the registration of TOF and standard cameras and
the reconstruction of surfaces greater than the current field of view were proposed. By extend-
ing the standard objective function minimized during calibration a calibration routine especially
suitable for TOF cameras was described. Being able to reliably calibrate a TOF camera the reg-
istration with standard cameras is enables as the extrinsic camera parameters for simultaneously
acquired images are known. By reducing the data used for estimating the extrinsic parameters
for consecutively acquired frames an on-the-fly registration of these frames is possible. The al-
gorithm proposed assumes a static scene.
Considering the registration of standard and TOF cameras the overlay of color and 3-D informa-
tion may be improoved by modelling the mismatch of color and 3-D information as a non-rigid
2-D/2-D multimodal registration problem: The color information has to be aligned with 2-D
amplitude/distance data. Several non-linear effects (inaccuracies in distance measurement; lens
distortions) motivate this approach. Furthermore, the identification of dynamic parts of the scene
will lead to the reconstruction of dynamic scenes which are greater than the current field of view.
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Fig. 1: Reconstructin of a scene containing a chair: the upper row of images shows the consecutive
stitching of reconstructed parts of the scene by estimating the camera pose for each acquired
frame. The bottom row shows different screenshots of the examination of the scenes. Note that
the chair has been stitched together very well.

Fig. 2: Simultaneously acquired TOF and Web camera data (left image). Overlay of color in-
formation and 3-D surface reconstruction after registrating TOF and Web camera (right image).
Only parts of the reconstruction can be overlayed with color information as the common field of
view of both cameras is not 100% overlapping.
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Lange, R., 31
Lasser, Tobias, 96
Leugering, Günter, 168
Luzhnov , P. V., 197

Maistrou, Aliaksei, 61
Malberg, Hagen, 31, 52
Masloboev, Yury, 24
Mayer, Michael, 154
Meier, Jörg, 126
Meining, Alexander, 222
Michelson, Georg, 126
Morozov, V. V., 70
Mussack, Thomas, 87
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