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ABSTRACT

For many aspects of speech therapy an objective evaluation of the
intelligibility of a patient’s speech is needed. We investigate the eva-
luation of the intelligibility of speech by means of automatic speech
recognition. Previous studies have shown that measures like word
accuracy are consistent with human experts’ ratings. To ease the pa-
tient’s burden, it is highly desirable to conduct the assessment via
phone. However, the telephone channel influences the quality of the
speech signal which negatively affects the results. To reduce inaccu-
racies, we propose a combination of two speech recognizers. Experi-
ments on two sets of pathological speech show that the combination
results in consistent improvements in the correlation between the au-
tomatic evaluation and the ratings by human experts. Furthermore,
the approach leads to reductions of 10% and 25% of the maximum
error of the intelligibility measure.

Index Terms— Biomedical acoustics, Speech intelligibility,
Speech processing, Acoustic applications

1. INTRODUCTION

In speech therapy objective evaluation of voice and speech quali-
ty is required for patient assessment, therapy control, comparative
evaluation of different therapy methods, and preventive screening.
Conventionally a group of experts rates a specific aspect such as in-
telligibility or nasality of a patient’s utterance. The ratings are usual-
ly on a five- to seven-point Likert scale [1], e. g. reaching from “very
high” to “very low”. The average, median, or majority of the ratings
of all experts is then considered to be an “objective” rating of the pa-
tient’s voice or speech. Unfortunately, except for research projects,
such a procedure is frequently refrained from due to the high effort
in time and finance: the patient’s voice is often evaluated by just
a single expert and sometimes even in a very inaccurate way (e. g.
“altered” or ”not altered”). Therefore there is a strong need for an
instrumental and objective evaluation method that is easy to apply
and cost-effective.

Previous studies [2, 3, 4] have demonstrated the effectiveness of
a new objective evaluation method: the patient reads a phonetically
rich text and an automatic speech recognition (ASR) system is app-
lied to the recorded speech data; word accuracy WA or word recogni-

tion rate WR are computed for the recognizer’s output w. r. t. the refe-
rence text. It has been shown for three types of voice and speech dis-
orders (tracheoesophageal, TE, speech [2], speech of children with
cleft lip and palate, CLP [3], and speech of patients treated for cancer
of the oral cavity, OC [4]) that these automatically computed mea-
sures have high consistency with the experts’ evaluations, i. e. the
amount of errors made by a speech recognizer is highly correlated to
the experts’ rating of the intelligibility of a patient’s voice.

The goal of the work described in this paper is to develop the
approach further to allow for the automatic evaluation of a patient
over a telephone connection. Examinations via phone can ease the
patients’ burden in case of limited mobility or far distances as there
is no need to travel to a specialist. Due to the low cost, the technique
is affordable even for practitioners with a small budget. Additionally,
as the telephone is important in our daily life, it could be an aspect
of speech therapy to evaluate and to improve in particular the pa-
tient’s intelligibility in telephone conversations. Previous work on
tracheoesophageal speech [5] showed that evaluation over telepho-
ne is feasible. However, due to the fact that telephone transmission
reduces the signal quality and bandwidth, it was observed that the
correlation between the automatically generated measures and the
experts’ rating is lower than for recordings made with close-talk mi-
crophones.

Up to now, experiments were performed using a single ASR sys-
tem. Having in mind that the human objective rating is a combination
of several experts, the following questions arise: Can a combination
of several ASR systems outperform a single ASR system in means
of agreement with the human experts group? Additionally, can the
loss of signal quality due to the telephone transmission be compen-
sated in the same way? To answer these questions, we investigate
different approaches to combine two different recognizers optimal-
ly, either using the generated word hypotheses or based on the ge-
nerated measurements. We aim to maximize the correlation between
the human experts and the automatic evaluation methods. Another
important aspect that has not yet been considered in our previous
work is the maximum error of the generated measurements, i. e. the
maximum difference between an automatically generated rating and
the experts’ label for the same speaker which should be as small
as possible. Experiments are conducted on two databases collected
from patients with tracheoesophageal substitute voice and patients
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with cancer of the oral cavity which have already been investigated
in previous works.

The paper is organized as follows: Section 2 gives an overview
over the data sets used throughout this paper. In Section 3, the em-
ployed speech recognition systems are introduced. Section 4 descri-
bes how the two ASR systems are combined, and Section 5 inves-
tigates the experimental results. We conclude with a discussion and
outlook on future work in Section 6.

2. SPEECH DATA AND SUBJECTIVE EVALUATION

The experiments described in this paper are conducted on two data
sets recorded from speakers with two different types of pathological
voices. Both data sets are recordings of the German version of the
text “The North Wind and the Sun”, a fable from Aesop. It is a pho-
netically rich text with 108 words (71 disjoint) which is commonly
used in German speech therapy.

2.1. The OC Data Set

The first data set consists of 46 patients treated for cancer of the oral
cavity (μ = 60 ± 10 years old, 13 female and 33 male). After sur-
gical treatment, they suffer from various functional restrictions such
as speech disorders with a high individual variability. The patients’
utterances were acquired using PEAKS [4] with a close-talk micro-
phone at a sampling rate of 16 kHz and 16 bit quantization. A detai-
led description of how the speech data were recorded can be found
in [4]. The text was split into ten turns at major syntactic boundaries
in order to be able to display the text in large letters well readable
for elderly people without disturbing the reading flow. The software
automatically segments the audio data according to these boundari-
es. In order to get an intelligibility score for the patients, 4 experts
rated the recordings on a 5 point Likert scale reaching from 1 =“ve-
ry good” to 5 = “very bad”. The final intelligibility score for each
patient is obtained by averaging the marks of all turns and experts.
In order to get a telephone quality version of this data set, the recor-
dings were downsampled to 8 kHz and low-pass filtered at 4 kHz. As
the human intelligibility ratings are expected to be independent of
telephone transmission or to be at least consistently lower for all pa-
tients, their ratings were just copied. Of course, this procedure does
not guarantee real telephone quality, but can be taken as an upper
border of telephone signal quality. In the following, this data set is
referenced as OC. Throughout the paper we will refer to the original
16 kHz data as OC-orig.

2.2. The TE Data Set

The second data set consists of 41 patients with tracheoesophage-
al (TE) substitute voices (μ = 62 ± 8 years old, 2 female and 39
male). The TE substitute voice is a treatment to restore the ability
to speak after laryngectomy, i. e. the larynx (including vocal folds)
is removed, the upper end of the trachea is closed, and an artificial
exit (tracheostoma) is created to allow breathing. A silicone shunt
valve is used to connect the trachea and the esophagus which allows,
once the tracheostoma is occluded, to deviate the air flow into the
pharyngo-esophageal segment. There, tissue vibrations generate the
primary voice signal which is then further modulated in the same
way as normal speech. In comparison to normal voices, the quali-
ty of substitute voices is low, e. g. the change of pitch and volume is
limited and inter-cycle frequency perturbations result in a hoarse voi-
ce. Refer to [5] for a detailed description of the acoustic properties
of the data set. The recordings were acquired using a sampling rate

of 16 kHz and 16 bit quantization. Afterwards, they were presented
to a group of 5 experts who judged the intelligibility using the same
Likert scale from above. These ratings were combined to an average
rating per patient. The audio data were played back into a telephone
in a quiet office room and recorded again at the other end of the li-
ne in order to get a telephone quality version of the data (8 kHz, 16
bit). Due to the same reasons as given above, the intelligibility sco-
res are taken from the unfiltered data. In contrast to the OC data set,
the signal quality of this corpus is considered as a lower border of
telephone signal quality, as the utterances were played back through
a loudspeaker in addition to the real telephone transmission. In the
following, this data is referred to as TE while the original 16 kHz
corpus is referred to as TE-orig.

3. AUTOMATIC SPEECH RECOGNITION SYSTEMS

Two different baseline speech recognizers have been employed for
the experiments described in this paper: the speech recognizer from
the Universität Erlangen-Nürnberg (ER) and a research system from
Siemens AG (SIE).

3.1. Universität Erlangen-Nürnberg

The ER automatic speech recognizer has been developed at the
Lehrstuhl für Mustererkennung of the Universität Erlangen-Nürn-
berg. A commercial version of the system is used in high-end
telephone-based conversational dialogue systems by the spin-off
company Sympalog (www.sympalog.com). The feature set consists
of Mel-frequency cepstral coefficients and the energy together with
the corresponding deltas. Semi-continuous Hidden Markov Models
(HMM) are employed as acoustic models with a single codebook of
500 full covariance Gaussian densities. The elementary recognition
units are polyphones, a generalization of triphones. In order to focus
on acoustic properties of the speakers’ voices, only a unigram lan-
guage model is used. The ER speech recognizer has been trained on
dialogues from the VERBMOBIL project. The topic of the recordings
is appointment scheduling. The data were recorded with a close-talk
microphone with 16 kHz and 16 bit. The speakers were from all over
Germany and thus covered most regions of dialect and had no voi-
ce or speech impairment. A subset of the German VERBMOBIL data
(11,714 utterances, 257,810 words, 25 hours of speech) was used for
training and 48 utterances (1042 words) for validation. A detailed de-
scription of the recognizer and the training and test set can be found
in [6]. In order to get a telephone speech recognizer, we downsam-
pled the training set to telephone quality: we reduced the sampling
rate to 8 kHz and applied a low-pass filter with a cutoff frequency
of 4 kHz to simulate telephone transmission. Thus, we used “the sa-
me” training data for the close-talk and telephone recognizer as in
[4, 5]. A loss in evaluation quality will therefore mainly be caused
by channel differences rather than by different amounts of training
data.

3.2. Siemens AG

The SIE ASR system was developed at the Professional Speech Pro-
cessing (CT IC5) group of Siemens AG, Corporate Technology. The
front-end of the SIE recognizer combines Mel-frequency cepstral
coefficients and energy into a feature vector which is then conca-
tenated with several neighboring frames and reduced to a dimen-
sion of 24 with a linear feature transformation. The acoustic mo-
dels are state-tied, gender-independent continuous triphone HMMs.
A phonetic decision tree is used for tying states and defining the
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context-dependent allophones. The baseline system has about 1500
tied states and about 14000 Gaussians. The Gaussian distributions
differ only by the mean vectors, there is just one global variance
parameter. For training of the recognizer, various corpora of Ger-
man telephone speech have been combined which sum up to about
160 hours of speech of about 2000 speakers. For the same reasons
as described above during recognition a unigram language model is
employed.

4. COMBINING RECOGNIZERS

To improve the automatic intelligibility evaluation we propose to uti-
lize a suitable combination two different speech recognizers. This
is motivated by the observation that independent speech recogniti-
on systems make different errors and that their combination may
thus reduce inaccuracies caused by recognition errors. We investi-
gate two approaches: the first is based on the direct combination of
the recognizer outputs, i. e. of the generated word hypotheses, whi-
le the second method combines the recognition rates computed for
both systems.

4.1. Combining Recognizer Outputs

A well-known algorithm for the combination of the output of mul-
tiple ASR systems is the ROVER technique [7]. Usually, ROVER
computes the most likely word chain using confidence measures for
the single word hypotheses. In our case, we feed the ROVER al-
gorithm with three word hypotheses: the reference text and the two
recognizer outputs, all with the same confidence values. This leads
to the effect that if at least one recognizer output contains the correct
word, it gets a majority voting in combination with the reference
text. Hence, a word chain is generated out of the two recognizer out-
puts which matches the reference text best. For this output, the word
accuracy

WA =

„
1 − D + S + I

R

«
· 100%

and the word recognition rate

WR = (D + S)/R · 100%
can be computed as if it were an independent recognizer output. Note
that D is the number of deleted, S the number of substituted, I the
number of inserted and R the number of reference words.

4.2. Combining Recognition Rates

In contrast to combining recognizer outputs, recognition rates like
WA and WR can also be combined. The combination might not be
that vulnerable to outliers as for this both recognizers would have
to fail. Hence, the WA and WR computed on the recognizer outputs
and the ROVER word chain are used as a kind of meta features for
each patient and recording. As WA, WR and the human average ra-
tings are continuous numbers, the problem can be formulated as a
regression problem. A very simple form of regression is the linear
regression (LR). It is defined as

y = f(x) = b +
X

i

wixi = 〈w, x〉 + b (1)

where x denotes the i-dimensional input vector (in this case ma-
de up of WAs and WRs of different word chains), w denotes the
weight vector and y denotes the target regression value (in this case
the average human intelligibility rating). Given a set of N training

data samples (xj , yj), the optimization problem is usually to find a
weight vector w that minimizes the sum of squared errors

ε =
NX

j=1

(yj − f(xj)) . (2)

Once w is estimated and given an input vector x, the regression
model (1) can be used to predict y. The LR used for the experiments
of this work is provided by the data analysis tool WEKA [8]. The
implementation is based on [9].

LR can be sensitive to outliers as every training sample equal-
ly contributes to the solution of the optimization problem. A more
robust type of regression is support vector regression (SVR). For the
basic linear SVR, the objective formula of the regression is the sa-
me as (1). The difference is in the optimization problem. The idea is
to find a solution which permits small outliers i. e., prediction errors
smaller than ε are tolerated. Additionally, to handle errors greater
than ε, slack variables ξj , ξ

∗
j are introduced to weight these outliers.

The optimization problem can be formulated as

minimize 1
2
‖w‖2 + C

PN
j=1(ξj + ξ∗j )

subject to

8><
>:

yj − 〈w, xj〉 − b ≤ ε + ξj

〈w, xj〉 + b − yj ≤ ε + ξ∗j
ξj , ξ

∗
j ≥ 0

(3)

The constant C > 0 determines the trade-off between the flatness of
f and the amount up to which deviations larger than ε are tolerated.
This corresponds with the so called ε-insensitive loss function |ξ|ε
described by

|ξ|ε =

(
0 if |ξ| ≤ ε

|ξ| − ε otherwise.
(4)

The solution of this optimization problem leads to the result that the
weight vector w is made up of a weighted combination of the trai-
ning samples. Hence, every training pattern can individually con-
tribute to the solution of the optimization. For more details, please
refer to [10] which is also the basis for the implementation provided
by WEKA.

We estimate a regression model using a training set labeled by
human experts and use this model to predict new intelligibility ra-
tings based on the automatically extracted measures provided by the
ASR systems. Although there are only 6 meta features per patient
and recording (WA and WR of 3 word chains), a feature selection is
reasonable as not all features might be useful for the regression. The-
refore, a data driven feature selection provided by WEKA is applied:
using subsets of the data and a best-first search, the most valuable
features are determined. For more details, please refer to [11].

The algorithms above require feature selection and training
using labeled data. However, the data sets presented in Section 2
consist of only 41 and 46 individuals. As this is way to less for a
common train/test split using 80% / 20%, a leave-one-out (LOO) ap-
proach is used to get the most out of the small data set size. Note that
LOO is only used for the SVR experiments. The correlations with the
LR results are computed with equal train and test sets as this is the
normal procedure to measure correlation between two variables.

5. EXPERIMENTAL RESULTS

We present results for the data sets OC and TE introduced in Sec. 2
using the recognizers ER and SIE described in Sec. 3. The goal of
our work is to be able to perform assessments of pathological speech
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ER SIE ROV
min(WA) 0 -25.9 49.1

max(WA) 84.3 84.7 97.2

mean(WA) 42.7 42.8 84.1

min(WR) 15.7 11.1 78.7

max(WR) 84.3 88.9 100

mean(WR) 48.1 53.0 91.5

Table 1. Detailed recognition results WA and WR in percent for the
ER and SIE recognizers and the ROVER combination ROV using the
OC data set.

Train = Test LOO

r(LR) ρ(LR) r(SVR) ρ(SVR)

SIE 0.89 0.88 0.87 0.86

ER 0.89 0.88 0.88 0.86

SIE+ER 0.93 0.90 0.92 0.90
ER/16 kHz 0.92 0.91 0.92 0.90

Table 2. Correlation of the WA of the ER recognizer, the WR of the
SIE recognizer, and the combination of the two values to the average
human intelligibility rating using the OC data set. The ER/16 kHz
results are based on the WR and the OC-orig data set. Note that the
SVR results computed using LOO are nearly as good as the results
using LR and a train = test scenario. (r – Pearson correlation coeffi-
cient, ρ – Spearman rank correlation coefficient)

over the telephone without a significant degradation in the quality of
the ratings. Therefore we compare the individual systems and their
combinations on telephone speech with the performance that has be-
en achieved by a single recognizer on 16 kHz data recorded with
close-talk microphones.

5.1. Results for the OC Data Set

For the OC data set, the detailed recognition results are shown in Ta-
ble 1. The recognition rates with ROVER are very high (WA mean:
84.1%) which is intuitive as it compensates the individual errors of
the recognizers using the reference text. To determine the best featu-
res to combine among these measures, data driven feature selection
was used. In a LOO experiment, the feature selection provided by
WEKA always chose at least the WA of the ER and the WR of the
SIE recognizer. The ROVER values did not show a good correlation
to the human average score and were therefore not selected by the
feature selection algorithm. Hence, only WA of the ER and the WR
of the SIE recognizer are used in the following.

Using the SVR and a LOO evaluation, the WA of the ER and the
WR of the SIE recognizer independently show a Pearson correlation
[12] of r = 0.88 (Spearman correlation [13]: ρ = 0.86) and 0.87
(0.86) to the human average intelligibility score (see Table 2). The
combination of both results increases the correlation to 0.92 (0.90)
which is in the same range of the 16 kHz experiment in [4]. Hence,
the information lost due to the simulated telephone channel could
be recovered. Additionally, the average absolute error was reduced
from 0.37 (ER) / 0.43 (SIE) to 0.31 (see Table 3). The maximum
absolute error was reduced to 0.94 which is higher as the maximum
absolute error of the SIE recognizer, but still in a good range.

ER SIE SIE+ER ER/16 kHz

OC OC-orig
average error 0.37 0.43 0.31 0.31

minimum error 0.01 0.06 0.03 0

maximum error 1.25 0.86 0.94 0.92

TE TE-orig
average error 0.49 0.42 0.42 0.38

minimum error 0.01 0 0.04 0.02

maximum error 1.21 1.27 1.09 1.05

Table 3. Average absolute, minimum and maximum error for the
single recognizers and the combination using SVR and LOO. The
results for the OC data set are computed using WA of the ER and WR
of the SIE recognizer. The results for the TE data set are computed
using WA of the ER and SIE recognizer. The ER/16 kHz results are
computed using the WA for the TE-orig and WR for the OC-orig
data set.

ER SIE ROV
min(WA) -15.7 -29.6 48.1

max(WA) 54.6 75.9 92.6

mean(WA) 27.6 36.3 79.2

min(WR) 13.0 21.3 82.4

max(WR) 63.0 82.4 98.1

mean(WR) 38.7 52.2 91.9

Table 4. Detailed recognition results WA and WR in percent for the
ER and SIE recognizers and the ROVER combination ROV using the
TE data set.

5.2. Results for the TE Data Set

For the TE data set, the detailed recognition results are shown in Ta-
ble 4. In a LOO experiment, the feature selection always chose at
least the WA of both recognizers. Like with the OC data set, the RO-
VER recognition results are very high but show nearly no correlation
to the average human rating. Hence, only the WA of both recognizers
is considered in the following.

Using SVR and a LOO evaluation, the WA of both recognizers
independently yield a correlation of 0.82 (0.82) and 0.79 (0.81) to
the average human intelligibility score (see Table 5). The combina-
tion of both recognizers increases the correlation to 0.84 (0.84). The
WA computed on the 16 kHz data and the technically equal 16 kHz
recognizer showed a correlation of 0.89 and is considered as an up-
per border [5]. Hence, the correlation of the combination of the two
recognizers approaches this upper border. Additionally, the maxi-
mum absolute error was reduced from 1.21 (ER) / 1.27 (SIE) to 1.09,
and the average absolute error was reduced to 0.42 (see Table 3).

6. DISCUSSION AND FUTURE WORK

We show for two telephone speech corpora with different voice and
speech pathologies that a combination of two independent automatic
speech recognition systems outperforms a single ASR system when
comparing recognition rates like WA or WR to human average in-
telligibility scores. Additionally, the average and maximum absolute
errors could be reduced which is important when it comes to clinical
use of this technique.
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Fig. 1. The human average intelligibility score compared to the SVR-predicted score using the ER and SIE recognizer (left), and using the
combination of both (right) for the OC (top) and TE data set (bottom).

For both data sets the ROVER technique did not show any va-
luable results in means of improving agreement between machine
and human evaluation. However, experiments confirm that the word
chain generated by ROVER using different recognizers can lead to
very high WA and WR. This indicates that improving the recognition
performance does not necessarily increase correlation if the spread
of the WA and WR is reduced at the same time.

The first experiment was performed on the OC data set. Its si-
gnal quality is considered to be an upper border for real telephone
signal quality. The WA of the ER and the WR of the SIE recognizer
were combined using support vector regression to predict the human

average intelligibility score. In a leave-one-out evaluation, the cor-
relation could be increased to r = 0.92 (ρ = 0.90) which is the
same as on the original data set OC-orig (see Table 2). Additionally,
the average/maximum absolute errors could be reduced to 0.31/0.94
which is nearly the same as with the original data set (0.31/0.92, see
Table 3).

The second experiment was performed on the TE data set. In
contrast to the OC data set, the signal quality is considered to be a
lower border for real telephone signal quality. The WA of the ER
and SIE recognizer were combined in the same way as above. The
correlation could be increased to r = 0.84 (ρ = 0.84) which comes
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Train = Test LOO

r(LR) ρ(LR) r(SVR) ρ(SVR)

SIE 0.82 0.82 0.79 0.81

ER 0.83 0.84 0.82 0.82

SIE+ER 0.85 0.85 0.84 0.84
ER/16 kHz 0.88 0.86 0.88 0.86

Table 5. Correlation of the WA of each single recognizer and the
combination of the two values to the average human intelligibility
rating using the TE data set. The ER/16 kHz results are based on the
WA and the TE-orig data set. Note that the SVR results computed
using LOO are nearly as good as the results using LR and a train =
test scenario. (r – Pearson correlation coefficient, ρ – Spearman rank
correlation coefficient)

close to the results of r = 0.88 (ρ = 0.86) using the ER recognizer
on the original data set TE-orig (see Table 5). Additionally, the ave-
rage/maximum absolute errors could be reduced to 0.42/1.09 which
is a good step towards the results on the original data set (0.38/1.05,
see Table 3).

The results presented in this work confirm our hypothesis that
a combination of independent ASR systems can be used to recover
the loss of the evaluation reliability due to the information lost in the
speech signal during telephone transmission: experiments based on
upper and lower border signal quality show very good results which
are in the same range as those achieved with a single ASR system for
16 kHz close-talk microphone recordings. This is not only proved by
means of agreement but also by the average and maximum absolute
errors.

For further research, we suggest to explore the use of more than
two different ASR systems for the evaluation of both telephone and
close-talk speech as well as an evaluation of real telephone speech. It
could also be interesting to evaluate other ways to combine two reco-
gnizers not yet considered in this paper, for instance using adaptation
techniques described in [14]. The application to different test scena-
rios, i. e. scenarios depending on the number of words understood
correctly instead of a Likert scale rating, needs to be investigated as
well.
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