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Abstract. In speech therapy and rehabilitation, a patient’s voice has to
be evaluated by the therapist. Established methods for objective, auto-
matic evaluation analyze only recordings of sustained vowels. However,
an isolated vowel does not reflect a real communication situation. In this
paper, a speech recognition system and a prosody module are used to
analyze a text that was read out by the patients. The correlation between
the perceptive evaluation of speech intelligibility by five medical experts
and measures like word accuracy (WA), word recognition rate (WR),
and prosodic features was examined. The focus was on the influence of
reading errors on this correlation.
The test speakers were 85 persons suffering from cancer in the larynx. 65
of them had undergone partial laryngectomy, i.e. partial removal of the
larynx. The correlation between the human intelligibility ratings on a
five-point scale and the machine was r =–0.61 for WA, r≈ 0.55 for WR,
and r ≈ 0.60 for prosodic features based on word duration and energy.
The reading errors did not have a significant influence on the results.
Hence, no special preprocessing of the audio files is necessary.

1 Introduction

Although less than 1% of all cancers affect the larynx, it is necessary to provide
proper rehabilitation therapies since speech is the main means of communication.
In the USA, 10,000 new cases of laryngeal cancer are diagnosed each year [1].
In severe cases total laryngectomy has to be performed, i.e. the removal of the
entire larynx. In early and intermediate stages, usually partial laryngectomy
is sufficient, and at least one of the vocal folds or the vestibular folds can be
preserved (see Fig. 1). Dependent on the location and size of the tumor, the
voice may sound normal before and after surgery. However, hoarse voices are
very common.
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In speech therapy and rehabilitation, a patient’s voice has to be evaluated
by the therapist. Automatically computed, objective measures are a very help-
ful support for this task. Established methods for objective evaluation, however,
analyze only recordings of sustained vowels in order to find irregularities in the
voice (see e.g. [2, 3]). However, this does not reflect a real communication situa-
tion because no speech but only the voice is examined. Criteria like intelligibility
cannot be evaluated in this way. For this study, the test persons read a given
standard text which was then analyzed by methods of automatic speech recog-
nition and prosodic analysis. A standard text was used especially in view of the
prosodic evaluation because the comparability of results among the patients is
reduced when the utterances differ with respect to duration, number of words,
percentage of different phone classes, etc.

For speech after total laryngectomy, where the patients use a substitute voice
produced in the upper esophagus, we showed in previous work that an automatic
speech recognition system can be used to rate intelligibility [4]. The word ac-
curacy of the speech recognizer was identified as suitable measure for this task.
It showed a correlation of more than |r|= 0.8 to the human evaluation. How-
ever, these results relied on the assumption that the recognition errors were only
caused by the acoustic properties of the voices. Another source of error are read-
ing errors. When the recognized word sequence is compared to the text reference,
a patient with a high-quality voice might get bad automatic evaluation results
due to misread words. This problem could be solved by replacing the text ref-
erence by a transliteration of the respective speech sample, but this method is
not applicable in clinical practice.

In this paper, we examined how severe the influence of reading errors is on the
results of automatic evaluation and the correlation to human evaluation results.
In Sect. 2, the speech data used as the test set will be introduced. Section 3 will
give some information about the speech recognition system. An overview on the
prosodic analysis will be presented in Sect. 4. Section 5 contains the results, and
Sect. 6 will give a short outlook on future work.

2 Test Data

The test files were recorded from 85 patients (75 men, 10 women) suffering from
cancer in different regions of the larynx. 65 of them had already undergone
partial laryngectomy, 20 speakers were still awaiting surgery. The former group
was recorded on the average 2.4 months after surgery. The average age of all
speakers was 60.7 years with a standard deviation of 9.7 years. The youngest
and the oldest person were 34 and 83 years old, respectively.

Each person read the text “Der Nordwind und die Sonne”, a phonetically
balanced text with 108 words (71 disjunctive) which is used in German speaking
countries in speech therapy. The English version is known as “The North Wind
and the Sun” [5]. The speech data were sampled with 16 kHz and an amplitude
resolution of 16 bit.
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Fig. 1. Anatomy of an intact larynx

Table 1. File statistics for the speech corpora with and without reading errors

duration words vocabulary
total avg. st. dev. min. max.

with errors 89min 63 s 18 s 43 s 144 s 9519 71+187

without errors 82min 58 s 15 s 40 s 125 s 9151 71+83

In order to obtain a reference for the automatic evaluation, five experienced
phoniatricians and speech scientists evaluated each speaker’s intelligibility ac-
cording to a 5-point scale with the labels “very high”, “high”, “moderate”, “low”,
and “none”. Each rater’s decision for each patient was converted to an integer
number between 1 and 5.

Due to reading errors, repetitions and remarks like “I don’t have my glasses
with me.”, the vocabulary in the recordings did not only contain the 71 words of
the text reference but also 187 additional words and word fragments. 27 of the
files were error-free. In all other samples, at least one error occurred (see Fig. 2).
In order to determine the influence of these phenomena on the evaluation results,
a second version of the data set was created by removing the additional words
where possible. In total, 368 (3.9%) of the 9519 words were eliminated from the
original speech samples.

Since the text flow was supposed to be preserved, misreading of single words
without corrections, i.e. word substitutions, were not removed. This means that
for instance the correction “Mor- Nordwind” was reduced to “Nordwind” while
the word “Nordwund” without correction was left unchanged. Also breaks in
words, like “gel- -ten” were not changed when the full word was not repeated.
This explains why the corrected files, further denoted as “without errors”, still
contain 83 out-of-text words and word fragments (see Table 1).
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Fig. 2. Absolute number of reading errors in the 85 text samples

3 The Speech Recognition System

The speech recognition system used for the experiments was developed at the
Chair of Pattern Recognition in Erlangen [6]. It can handle spontaneous speech
with mid-sized vocabularies up to 10,000 words. The system is based on semi-
continuous Hidden Markov Models (HMM). It can model phones in a context
as large as statistically useful and thus forms the so-called polyphones, a gen-
eralization of the well-known bi- or triphones. The HMMs for each polyphone
have three to four states; the codebook had 500 classes with full covariance
matrices. The short-time analysis applies a Hamming window with a length of
16ms, the frame rate is 10ms. The filterbank for the Mel-spectrum consists of
25 triangle filters. For each frame, a 24-dimensional feature vector is computed.
It contains short-time energy, 11 Mel-frequency cepstral coefficients, and the
first-order derivatives of these 12 static features. The derivatives are approxi-
mated by the slope of a linear regression line over 5 consecutive frames (56 ms).
A unigram language model was used so that the results are mainly dependent
on the acoustic models.

The baseline system for the experiments in this paper was trained with Ger-
man dialogues from the Verbmobil project [7]. The topic in these recordings
is appointment scheduling. The data were recorded with a close-talking micro-
phone at a sampling frequency of 16 kHz and quantized with 16 bit. About 80%
of the 578 training speakers (304 male, 274 female) were between 20 and 29
years old, less than 10% were over 40. 11,714 utterances (257,810 words) of
the Verbmobil-German data (12,030 utterances, 263,633 words, 27.7 hours of
speech) were used for the training and 48 (1042 words) for the validation set,
i.e. the corpus partitions were the same as in [6].

The recognition vocabulary of the recognizer was changed to the 71 words
of the standard text. The uttered word fragments and out-of-text words were
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not added to the vocabulary because in a clinical application it will also not be
possible to add the current reader’s errors to the vocabulary in real-time.

4 Prosodic Features

In order to find automatically computable counterparts for subjective rating
criteria, we also use a “prosody module” to compute features based upon fre-
quency, duration and speech energy (intensity) measures. This is state-of-the-art
in automatic speech analysis on normal voices [8–10].

The prosody module takes the output of our word recognition module in
addition to the speech signal as input. In this case the time-alignment of the
recognizer and the information about the underlying phoneme classes (like long

vowel) can be used by the prosody module. For each speech unit which is of in-
terest (here: words), a fixed reference point has to be chosen for the computation
of the prosodic features. We decided in favor of the end of a word because the
word is a well–defined unit in word recognition, it can be provided by any stan-
dard word recognizer, and because this point can be more easily defined than,
for example, the middle of the syllable nucleus in word accent position. For each
reference point, we extract 95 prosodic features over intervals which contain one
single word, a word-pause-word interval or the pause between two words. A full
description of the features used is beyond the scope of this paper; details and
further references are given in [11].

Besides the 95 local features per word, 15 global features were computed per
utterance from jitter, shimmer and the number of voiced/unvoiced (V/UV) de-
cisions. They cover each of mean and standard deviation for jitter and shimmer,
the number, length and maximum length each for voiced and unvoiced sections,
the ratio of the numbers of voiced and unvoiced sections, the ratio of length of
voiced sections to the length of the signal and the same for unvoiced sections. The
last global feature is the standard deviation of the fundamental frequency F0.

We examined the prosodic features of our speech data because for substitute
voices after total laryngectomy we had found that several duration-based features
showed correlations of up to |r|= 0.72 between human and automatic evaluation
of intelligibility [12, p. 117]. The agreement was measured as the correlation
between the mean value of the respective feature in a recording and the average
expert’s intelligibility rating for that file.

5 Results

The absolute recognition rates for the pathologic speakers when using a uni-
gram language model were at about 50% for word accuracy (WA) and word
recognition rate (WR; see Table 2). This was expected since the speech recog-
nizer was trained with normal speech because the amount of pathologic speech
data was too small for training. On the other hand, the recognizer simulates a
“näıve” listener that has never heard pathologic speech before. This represents
the situation that speech patients are confronted with in their daily life.
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The average WA and WR rose only non-significantly when the reading errors
were removed from the audio files. However, in some cases the recognition results
got slightly worse when reading errors – mainly at the beginning of the files –
were removed (see Fig. 3). The benefit of these sections for channel adaptation
were obviously higher than the harm caused by the out-of-text utterances.

The agreement among the human raters when judging the speakers’ intelli-
gibility was r =0.81. This value was computed as the mean of all correlations
obtained when one of the raters was compared to the average of the remaining
four. The correlation between the average human and the automatic evaluation
for all 85 speakers was about r =–0.6 (see Table 2). The coefficient is negative
because high recognition rates came from “good” voices with a low score number
and vice versa. There is no significant difference in the correlation for the speech
data with and without reading errors.

The human-machine correlation was also computed for the subgroup of speak-
ers whose WA and WR were better after error correction and for the subgroup
of the remaining speakers. 50 speakers showed improved WA; the correlation
was r =–0.67 both for the files with and without errors. The other 35 patients
reached r =–0.52 before and r = –0.51 after elimination of the reading errors.
49 speakers showed improved WR in the repaired files; the correlation dropped
slightly from r =–0.54 to r =–0.53. The other 36 patients reached r = –0.59 in
the original files and r =–0.57 in the files without errors.

It was expected that for recordings with a lot of reading errors the word
recognition rate would achieve higher correlation to the human rating. This was
based on the assumption that human raters are not affected in their judging
of intelligibility when a speaker utters words that are not in the text reference.
However, the correlation for WR was in all experiments of this study smaller
than for the word accuracy.

For the agreement between human evaluation and prosodic features, the find-
ings of [12] were confirmed. The same prosodic features as for substitute voices
showed the highest correlation also for the 85 speakers of this study (see Table 3).
The duration and pause-based features are highly correlated to the human in-
telligibility criterion since non-fluent pathologic speakers often show low voice
quality and hence low intelligibility. The high correlation to the word energy
can be explained by irregular noise in low quality voices which are again less
intelligible.

6 Conclusion and Outlook

In speech therapy and rehabilitation, a patient’s voice has to be evaluated by
the therapist. Speech recognition systems can be used to objectively analyze the
intelligibility of pathologic speech. In this paper, the influence of reading errors
and out-of-text utterances on human-machine correlation was examined. For this
purpose, the effects named above were removed from the original speech samples
where possible, and the correlation between speech expert and automatic speech
recognizer was compared for the files with and without errors. The correlation
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Table 2. Recognition results for the speech corpora with and without reading errors
(85 speakers) and correlation between automatic measure and human intelligibility
rating (rightmost column)

measure avg. st. dev. min. max. correl.

with errors WA 48.0 17.2 3.4 81.3 –0.61

without errors WA 49.3 17.0 10.1 81.3 –0.61

with errors WR 53.2 15.3 9.1 82.2 –0.56

without errors WR 54.1 15.4 9.1 82.2 –0.55
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Fig. 3. Word accuracy (left) and word recognition rate (right) before and after remov-
ing reading errors; all dots above the diagonal mean better results afterward

showed no significant difference. Hence, the reading errors in text recordings do
not have to be eliminated before automatic evaluation.

For the improvement of the correlation to human evaluation, adaptation of
the speech recognizer to pathologic speech should be considered. However, for
substitute voices after total laryngectomy, the adaptation enhances the recogni-
tion results but not the agreement to the human reference [13]. Another approach
considering the recognition rates is to include the words of frequently occurring
out-of-text phrases, like “I forgot my glasses.”, into the recognition vocabulary
of the recognizer. This is part of future work.
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Table 3. Correlation r between selected prosodic features and human intelligibility
ratings; presented are criteria with a correlation of |r| ≥ 0.5

feature correlation
with errors without errors

ratio of duration of unvoiced segments and file length +0.51 +0.53

duration of silent pause after current word +0.54 +0.53

normalized energy of word-pause-word interval +0.62 +0.59

normalized duration of word-pause-word interval +0.63 +0.60
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