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Abstract

During the past decade, image registration has become an essential tool for medical treat-

ment in clinics, by finding the spatial mapping between two images, observing the changes of

anatomical structure and merging the information from different modalities. On the other hand,

the matching of appropriately selected features is becoming more and more important for the

further improvement of registration methods, as well as forthe qualitative validation of registra-

tion. The purpose of this thesis is to solve the following twoproblems: How to integrate feature

detection into a non-rigid registration framework, so thata high quality spatial mapping can be

achieved? How to systematically measure the quality of multi-modal registration by automati-

cally segmenting the corresponding features?

For the first problem, we develop a general approach based on the Mumford-Shah model

for simultaneously detecting the edge features of two images and jointly estimating a consistent

set of transformations to match them. The entire variational model is realized in a multi-scale

framework of the finite element approximation. The optimization process is guided by an EM

type algorithm and an adaptive generalized gradient flow to guarantee a fast and smooth relax-

ation. This one-to-one edge matching is a general registration method, which has been success-

fully adapted to solve image registration problems in several medical applications, for example

mapping inter-subject MR data, or alignment of retina images from different cameras.

For the second problem, we propose a new method validating the hybrid functional and mor-

phological image fusion, especially for the SPECT/CT modality. It focuses on measuring the

deviation between the corresponding anatomical structures. Two kinds of anatomical structures

are investigated as validation markers: (1) the hot spot in afunctional image and its counterpart in

the morphological image (2) the kidneys in both modalities.A series of special methods are de-

veloped to segment these structures in both modalities withminimum user interaction. Accuracy

of the validation methods have been confirmed by experimentswith real clinical data-sets. The

inaccuracies of hot spot based validation for neck regions are reported to be0.7189±0.6298mm

in X-direction,0.9250 ± 0.4535 mm in Y -direction and0.9544 ± 0.6981 mm in Z-direction.

While the inaccuracies of kidneys based validation for abdomen regions are1.3979±0.8401 mm

in X-direction,1.9992± 1.3920 mm inY -direction and2.7823± 2.0672 mm inZ-direction. In

the end, we also discuss a new interpolation based method to effectively improve the SPECT/CT

fusion and present preliminary results.





Deutscher Titel:

Eins-zu-eins kantenbasierte Bildregistrierung und

bildsegmentierungsbasierte Validierung des hybriden Scanners

Kurzfassung

Bildregistrierung wurde in den letzten Jahrzehnten für medizinische Anwendungen immer

wichtiger, um Transformationen zwischen Bildern zu bestimmen, Veränderungen anatomischer

Strukturen zu verfolgen oder verschiedene Bildmodalitäten zu vereinen. Weiterhin wird die

Zuordnung von entsprechend ausgewählten Merkmalen immerwichtiger für die Verbesserung

von Registrierungsverfahren sowie für eine qualitative Evaluierung. Ziel dieser Arbeit ist es

Lösungsansätze zu folgenden Fragestellungen zu finden: Wie kann die Merkmalsdetektion in

eine nicht-starre Registrierung eingebunden werden, so dass eine qualitativ gute örtliche Zuord-

nung erreicht werden kann? Wie kann die Qualität einer multi-modalen Registrierung durch

automatische Segmentierung korrespondierender Merkmaleevaluiert werden?

Für das erste Problem entwickelten wir einen allgemeinen Ansatz, der auf dem Mumford-

Shah Modell aufbaut. Hierbei werden gleichzeitig Kantenmerkmale von zwei Bildern extrahiert

und eine Menge von Transformationen geschätzt, die diese Merkmale aufeinander abbilden. Der

Variationelle Ansatz ist durch ein Multi-Skalen-Rahmenwerk von Finite Elemente Schätzun-

gen realisiert worden. Die Optimierung wurde durch einen EM-Algorithmus und einem adap-

tiven generalisierten Gradientenabstieg umgesetzt, um eine schnelle und glatte Relaxation zu

garantieren. Die Eins-zu-Eins Zuordnung der Kanten ist einallgemeiner Registrierungsansatz,

der erfolgreich angewendet wird um Registrierungsprobleme bei vielen verschiedenen medi-

zinischen Anwendungen zu lösen. Beispiele hierfür sind die MR Datensätze verschiedener Pa-

tienten oder die Ausrichtung von Retinaaufnahmen aufgrundunterschiedlicher Aufnahmegeräte.

Für die zweite Fragestellung stellen wir einen neuen Ansatz vor, um hybride funktionelle

und morphologische Bildfusion, im speziellen SPECT/CT, zuevaluieren. Im Mittelpunkt steht

hierbei die Vermessung der Abweichungen zwischen korrespondierenden anatomischen Struk-

turen. Zwei Kategorien von anatomischen Strukturen wurdenuntersucht: (1) der Hotspot in

der funktionellen Bildgebung und sein Gegenstück in der morphologischen Aufnahme, (2) die

Nieren in beiden Modalitäten. Eine Reihe von Methoden wurden entwickelt um diese Strukturen

in beiden Modalitäten mit minimaler Benutzerinteraktionzu segmentieren. Die Experimente



mit echten medizinischen Daten bestätigen die Genauigkeit der Validierungsmethoden. Bei dem

Hotspot-basierenden Verfahren beträgt die Ungenauigkeit 0.7189± 0.6298 mm inX-Richtung,

0.9250 ± 0.4535 mm in Y -Richtung und0.9544 ± 0.6981 mm in Z-Richtung in Halsregionen.

Die Ungenauigkeit bei der Nieren-basierten Evaluierung liegt bei1.3979 ± 0.8401 mm inX-

Richtung,1.9992 ± 1.3920 mm in Y -Richtung und2.7823 ± 2.0672 mm in Z-Richtung im

Abdomenbereich. Wir stellen zusätzlich ein neues interpolation-basierendes Verfahren vor, um

die SPECT/CT Fusion zu verbessern und zeigen erste vorläufige Ergebnisse.
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Chapter 1

Motivation

1.1 Medical Image Registration

The presented thesis deals with a specific problem of medicalimage analysis, namely image

registration, also known as image fusion or image matching.Image registration is the process of

finding an optimal geometric transformation, so that two given images are correctly aligned to

each other. The concrete form of “optimal geometric transformation” varies a lot in different sit-

uations, but all these transformations define a point-to-point correspondence between the image

pair.

Image registration has plenty of applications in the field ofmedical image processing. For

instance, the typical requirements from physicians are to compare images acquired at different

times, from different perspectives, of different patientsor by different imaging modalities. Im-

age registration is the fundamental and crucial processingstep to determine the correspondence

between the given images. In the following the effect of registration is illustrated on two ex-

amples. However, one should note that image registration has a much broader range of clinical

applications.

Figures 1.1(a) and 1.1(b) show the motion compensation in Digital Subtraction Angiography

(DSA). DSA is a standard way to visualize human vasculature by acquiring a pair of 2-D X-ray

projection images and subtracting contrast-enhanced images (contrast images) from a contrast-

free image (mask image). A fast and fully automatic image registration is usually required to

remove the motion artifact between the contrast and mask image prior to subtraction.

Figures 1.2(a)-1.2(c) show the fusion of X-ray Computed Tomography (CT) and Photon

Emission Tomography (PET) images of the same patient. Thesetwo modalities visualize dif-

ferent information: CT provides high-resolution images ofdensity distribution of different tis-

3



(a) (b)

Figure 1.1: Image registration for digital subtraction angiography. (a) Original substraction im-
age without a registration process. (b) Substraction images processed by registration with sub-
pixel precision. The images are courtesy of Mrs. Y. Deuerling-Zheng. Details on the applied
registration method are described [DZLGH06].

sues, which can effectively show the anatomy of the patient,while PET modality records the

alive functional and physiological activities of organs, for example, the glucose metabolism dur-

ing the acquisition. The merge between these two modalities, e.g. CT as background and PET

as foreground, is very useful for the diagnose, surgery planas well as the observation of the

follow-up. Nevertheless, if CT and PET scans are performed at different times or at different

hospitals, rigid registration is obligated to transform two volumes into a common coordinate sys-

tem. Then non-rigid registration is optionally used to compensate the non-rigid patient motion

in the acquisitions.

The research on image registration has developed rapidly inthe last twenty years. A substan-

tial part of research on medical image processing deals withimage registration. This trend was

proven in a recent review study of image registration [PF03]. Image registration turned out to be

more difficult than people expected. There are still severaltopics in the field of registration, for

which many researchers are actively investigating more satisfactory solutions. In the following,

we focus on these three challenges: multi-modal registration, non-rigid registration and valida-

tion of registration. Then we summarize the major contributions of this thesis, namely some new

approaches proposed to solve these problems.

4



(a) CT (b) PET (c) Combined

Figure 1.2: Fusion of PET/CT volume data. The correct overlapping of two modalities noticeably
shows physiological activities with the anatomical background. The images are courtesy of Dr.
W. Römer (Nuclear Medicine Department of University of Erlangen).

Multi-modal Registration

In the past three decades, progress in medical imaging techniques and image processing methods

has led to the fact that different imaging modalities with high resolution are available for medical

treatment today. Currently, the most imaging modalities can be roughly classified into morpho-

logical and functional imaging modalities. For example, X-ray imaging, CT and Magnetic Reso-

nance (MR) are considered morphological imaging modalities, whereas functional MR imaging

(fMRI) and molecule imaging techniques, like Positron Emission Tomography (PET) and Single

Photon Emission Computed Tomography (SPECT), are functional imaging modalities. These

imaging modalities provide complementary information andthe registration of these data brings

significant clinical benefits for diagnosis and surgical planning. Even though a large number of

methods have been invented in the past, the registration of different imaging modalities is still far

away from being perfect. The fundamental reason is that the individual imaging modality cannot

provide enough correlated information and sufficient contrast for a reliable registration. Sim-

ple intensity based similarity measures, typically computing of statistical dependencies, cannot

reflect the correspondence of the same underlying anatomical structures in different modalities.

The lack of knowledge of image contents is now more and more likely to be a bottleneck for

further improvement of registration algorithms.

5



Non-rigid Registration

In contrast to rigid registration estimating the translation and rotation, non-rigid registration com-

putes an elastic deformation field to align two images. Non-rigid registration is also known by

many different names, such as “non-linear”, “elastic”, “non-parametric” or “deformable” reg-

istration. Non-rigid registration is a critical issue in many clinical applications. For instance,

in computer assisted neurosurgery, the deformation of the brain between pre- and intraopera-

tive MR data, referred to as the brain shift, needs to be corrected by non-rigid registration. A

drawback of most current non-rigid registration algorithms is that they model all tissue as having

the same degree of rigidity. However, physicians expect that the different tissues or different

organs have different degree of rigidity, e.g. bone structures or instruments should be trans-

formed rigidly. However, most algorithms uniformly compute the deformation, regardless of the

underlining tissue classes. The second drawback is the inconsistency of the deformation field.

Consistency of transformation means that if one computes the transformation fromA to B and

then switches the roles ofA andB to compute the second transformationB from A, the two

transformations should be inverse to each other. Consistent registration is not only more sound

in the mathematical sense, but also very important for applications, where one is interested in

determining the one-to-one correspondence of the same anatomical structures in different im-

ages, e.g. non-rigid registration for atlas construction [RFS03, MTT03] or historical biological

images [STU05, CSM+06].

Validation

Besides of automatic fusion of different imaging modalities, physicians demand additional quan-

titative information on the reliability of the result. For example, they need information like, “The

fusion of our new PET/CT machine has an average accuracy of1 mm in the region of the head.”

or “The registration error of the software is less than5 mm in the region of the abdomen.” Val-

idation is an essential part of the registration process andwidely considered to be unsolved. It

checks whether the anatomical structures in the first image is mapped to the corresponding ones

in the second image. Although plenty of registration algorithms have been invented in the last

three decades, very few researchers paid attention to validation methods for image registration.

The most commonly used validation method is to compare the registration system against a gold

standard, in which an optimal mapping has been pre-defined. For example, “Retrospective Image

Registration Evaluation Project1” (RIRE) is a recently new possibility to compare various CT-

1http://www.insight-journal.org/rire/
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MR and PET-MR registration techniques. People can downloada group of datasets and perform

registrations on them. Then the computed transforms are uploaded to compare with the “true”

transforms, which are defined by a prospective, marker-based technique. The registration gold

standard may be based on a computer simulation or a clinic phantom. However, the quantita-

tive validation using a gold standard cannot always indicate the accuracy of the registration in

a real clinical scenario, because real medical image datasets are much more complicated than

simple simulations or phantom objects. In practice, visualassessment has often been used as

a standard for validation. However, the reliability and reproducibility of human inspection are

always questioned. In addition, most validation efforts have been concentrated primarily on rigid

registration, but the systematic evaluation of non-rigid registration is still a great challenge.

1.2 Contributions of this Thesis

The author believes that image segmentation is the key to findbetter solutions for the registra-

tion and validation challenges outlined in the preceding sections. Generally speaking, image

segmentation and image registration are two closely related problems. The goal of image seg-

mentation is to simplify or to change the representation of an image into something that is more

meaningful and easier to analyze [SS01], usually we call them “features”. Image segmentation is

typically used to locate objects or to find boundaries, i.e. lines, curves, among images. Whereas

the task of image registration is to determine the correspondence between images. Ideally the

same underlying anatomies are mapped to each other. Matching of features intuitively could be

a natural criterion that drives as well as evaluates the image registration algorithms. Many re-

searchers, including the author, believe that the integration of knowledge of image segmentation

is a promising way to improve the registration method. From the point of methodology, this

thesis has the following two contributions.

One-to-one Edge Based Registration

Since in practice neither the location of desired features,nor the mapping between images are

known, it is intuitively a good idea to solve these two highlyinterdependent problems - image

segmentation and image registration - in an iterative fashion in an uniform framework. In each

iteration, the detected features guide the registration algorithm to find spatial correspondence, at

the same time the estimated transformations constrain the search range of the feature detection.

Many methods of joint segmentation and registration have already been proposed in the past

ten years. Compared to most methods in literature [ZYK01, MC03, CW98, YL05, PFL+05],
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one-to-one edge based registration method has three most distinguishing points:

• The method uses edge features as an input for registration. In this method, each image

is approximated by two functions: a piecewise constant function that represents a re-

constructed noise-free image and a phase field function thatimplicitly represents edge

features. The experiments we carried out also proved that one-to-one edge based regis-

tration is more accurate than intensity based registrationfor the alignment of fine struc-

tures [HBR+06, HBD+07].

• The transformations are modeled as dense deformation fields. Most methods of joint seg-

mentation and registration in literature are typically limited to rigid transformations [ZYK01,

MC03, CW98]. This method uses non-rigid deformation fields to define transformation be-

tween images. This more flexible transformation model is usually required to compensate

the non-rigid deformation, e.g. cardiac motion correctionfor 3-D reconstruction.

• The registration method is consistent. The method introduced in this thesis estimates for-

ward and inverse transformation at the same time and explicitly constrains two transfor-

mations to be inverse to each other. Consistent registration estimates not only a smooth

deformable transformation but also a one-to-one mapping ofthe images.

Automatic Accuracy Validation of SPECT/CT Fusion

Simple visual inspections with aid of a computer was a widelyaccepted way to measure the ac-

curacy of multi-modal registration. It is essential for thephysician to have a systematic method

to measure the accuracy of multi-modal registration as wellas to compare different registration

methods in a clinical setting. This thesis presents accuracy validation methods for SPECT/CT

registration using automatic segmentation of corresponding objects in two modalities. The de-

gree of matching of segmented objects indicates the accuracy of registration. The validation can

be roughly divided into two steps:

1. Segmentation of corresponding structures

Two kinds of highly active objects in the SPECT modality are selected as the “validation

markers”: Mal-functional hot spots are used in the region ofneck and kidneys are used in

the region abdomen. The major challenge of this work was to find the best segmentation

algorithms for different objects in different modalities.Several criteria are considered for

the selection of algorithm: Whether the algorithm is robustwith respect to noise, whether
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it can maximize the degree of automation and reproducibility and whether the parameteri-

zations need to adapt to different image data.

2. Measurement of distance

The anatomic accuracy of SPECT/CT fusion is evaluated by measuring the distance be-

tween the centers of gravity of corresponding markers inX-, Y - andZ-directions. A small

distance between two centers of gravity indicates a highly accurate fusion of SPECT/CT

data-sets [HKC+08].

The experiments in this work use patient data generated fromSPECT/CT hybrid scanners. Nev-

ertheless, the validation method can also applied to other combinations of modalities, such as

PET/CT.

1.3 Overview

This thesis is divided into three parts. Part I (Chapter 1 and2) is devoted to the fundamental mo-

tivation of this work and a general introduction of image registration. In Part II (Chapter 3 and 4),

the one-to-one edge based registration method and its successful applications are presented. Part

III (Chapter 5 to 7) is devoted to introduce two validation methods of SPECT/CT hybrid imaging

and the test results on the real clinic patient datasets. At the end, a brief summary of proposed

methods is given.

PART I: Introduction

Chapter 1

This chapter gives the motivation as well as challenges of image registration in the field of med-

ical image analysis. Two typical examples are selected to show the fact that image registration

is an obligated process operation for clinic routines. Two major contributions of the thesis are

described: (1) one-to-one edge based registration, a new registration method, and (2) a segmen-

tation based validation method for SPECT/CT hybrid imaging.

Chapter 2

This chapter gives a general introduction of state of the artof registration methods. It is required

for the presentation of our original contributions. Several fundamental topics of registration are
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discussed: Examples are transformation models, interpolation, similarity measurement, varia-

tional framework, feature matching and so on.

PART II: One-to-one Edge based Registration

Chapter 3

This chapter presents the one-to-one edge based registration method. A clear relationship be-

tween the proposed and existing method is also defined. Functional definitions, computation of

its first variations, finite element discretization, iterative algorithm as well as parameter study of

the proposed method are described in detail.

Chapter 4

This chapter demonstrates the performance of the developedmethod. Four applications of one-

to-one edge based registration are presented: (1) inter-subject registrations (2) alignment of reti-

nal images from different sensors, (3) matching photographs of neurosurgery to MR Volume

and (4) motion compensation for frame interpolation. The experiments prove that the proposed

approach achieves a better match of fine structures respect to those existing techniques.

PART III: Segmentation based Validation for SPECT/CT Hybri d Imaging

Chapter 5

This chapter gives an introduction of hybrid SPECT/CT imaging. We focus on the benefit and

the potential misalignment artifact as two modalities are combined into a hybrid imaging.

Chapter 6

This chapter is devoted to introduce the validation method of SPECT/CT hybrid imaging using

markers of mal-functional hot spots. Hot spots in SPECT images are automatically segmented by

a new “localized maximally stable extremal regions” method. The segmentation of correspond-

ing structure in CT images is solved by a semi-automatic random walk method with minimal

user interactions.
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Chapter 7

This chapter describes the validation of SPECT/CT hybrid imaging using marker of kidneys. The

target kidneys in CT image are detected automatically by a classic active shape model method

and corresponding location in SPECT is computed by a shape based tracking method. Then,

we also discuss the possibility to remove such misalignmentartifact, which detected by this

validation method.
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Chapter 2

Image Registration

Image registration is the process of determining correspondences between points in two or more

images. These images show completely or partially the same object or the same scenario, but

the positions of image contents are different for the images. The images are not aligned or

registered, that is, the direct spatial correspondence between them is not determined. Throughout

this work, we consider only gray value images, typically modeled by spatial functions. This

function assigns a gray valueu(x) to every spatial pointx ∈ R
d, whered = 2 or 3 is the

dimensionality of the images. Typically, two images are involved in the registration problem: a

reference imageR and a template imageT . In this thesis, the reference and template images are

in the same dimension, i.e. the 2D-3D registration is not discussed here. Ideally, we look for

a transformationφ : R
d → R

d such that the reference imageR and the transformed template

imageTφ are as close as possible. The intensity function of reference and template images are

denoted asuR anduT , respectively. The intensity function ofTφ is often denoted as

uT
φ(x) = uT ◦ φ(x) = uT (φ(x)). (2.1)

This transformationφ(x) essentially determines the spatial correspondence between the refer-

ence and template image. Let us assume both images share the same coordinate system and the

transformationφ is invertible. The pointx in the template imageT corresponds to the point

φ(x) in the reference imageR, or reversely, the pointx in R corresponds to the pointφ−1(x) in

T .

In the rest of this chapter we review the existing approachesand discuss several important

issues related with registration. For example, “how to define a suitable transformation?” “How

to measure the similarity between the reference and template, based on image intensity or based

13



on image contents?” and “How to find the optimal transformation parameters?”

2.1 Transformation Models

In most clinical applications of image registration, the primary transformation model is rigid or

non-rigid. Both of them are well-defined mappings of one image into another.

Rigid transformation is used for registration if the corresponding objects have no distortion.

A simple rotation and translation are computed for the alignment:

φ(x) = Rx+ t, (2.2)

whereR ∈ R
d×d is rotation matrix andt ∈ R

d is the translation vector. However, spatial

rotations in 3-D are more frequently represented by unit quaternions in practice. Quaternions

are an extension of complex numbers with four components. Quaternions have many attractive

properties: Compared to Euler angles they are simpler to compose and avoid the problem of

gimbal lock. Compared to rotation matrices they are more efficient and more numerically stable.

A concise definition of quaternions is given in [Alt86].

Non-rigid transformation is used for the registration problems where a deformation isex-

pected to compensate the irregular distortions encountered in medical image analysis. Mathe-

matically it is denoted by a continuous function

φ(x) = x− u(x), (2.3)

whereu(x) : R
d → R

d is the so-called displacement field. Figure 2.1 gives a 2-D example

of a non-rigid transformation. Compared to the rigid transformation model, non-rigid transfor-

mations based on deformation are more flexible. On the other hand, the estimation of non-rigid

transformation encounters more problems of parameter optimization and numerical implemen-

tation in practice. These topics will be further discussed in Section 2.5.

Besides of rigid and non-rigid transformation, there existalso other ways to model the trans-

formation, for example, affine transformation, B-spline based transformation and so on. Because

these transformations are not used in our work, we do not introduce them further. For the defini-

tions and applications of these transformation, we refer to[CJ01, ZF03].
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Figure 2.1: An example of 2-D non-rigid transformation.

2.2 Image Interpolation

Both reference and template images are digitalized images,which are basically the collections of

samples on mesh points. The transformation between them, normally is defined by a continuous

function, has to handle the problem that a mesh sample point on the one image could be trans-

formed to a non-mesh point on the other image. Image interpolation is exactly the solution of this

problem: it computes the image function value at a non-mesh point using the estimation based

on the values of the neighboring mesh points. Figure 2.2(a) shows how to compute a transformed

image. First we assume the transformation from the input to the output image to be invertible.

For every voxel in the output image, we use the inverse transformationφ−1 to compute the cor-

responding position in the input image. Quite often, corresponding points are not located on the

mesh and their intensity values need to be computed by interpolations.

Linear interpolation is often used in image registration, because of the trade-off between the

effort of computation and the smoothness of estimation. In a2-D case like Figure 2.2(b), the

bilinear interpolation is computed by

u(x, y) = u(x1, y1)
(x2 − x)(y2 − y)

dxdy

+ u(x1, y2)
(x2 − x)(y − y1)

dxdy

+ u(x2, y1)
(x− x1)(y2 − y)

dxdy

+ u(x2, y2)
(x− x1)(y − y1)

dxdy

,

(2.4)
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Figure 2.2: Image transformation and interpolation in 2D

wheredx anddy are the width of voxel inx- andy-direction. A trilinear interpolation scheme for

3-D image data can be deduced in a similar way.

2.3 Voxel Similarity Measures

Generally speaking, voxel similarity measures are functions of transformationφ, that measure

the agreement of matching. They typically compute the statistic dependency between images

based directly on the voxel intensity. Registrations usingvoxel similarity measures have become

more and more popular in the field of medical image analysis inthe last decade. The major

advantage is the fact that they are fully automatic and require less pre-processing of the images.

This seems to be in high demand in a typical “just make it work”clinical environment. In the

following, three groups of similarity measures that are themost commonly used in medical image

registration will be introduced. For an extensive survey ofvoxel similarity measures, we refer

to [ZF03, PMV03, Bro92].

Minimizing intensity difference between reference and template images is widely used for

mono-modal registration. The most well-known intensity difference similarity measure is Sum

of Squared Difference (SSD)

DSSD(φ) =

∫

Ω

(uR(x)− uT
φ(x))2 dx (2.5)

and the Sum of the Absolute Difference (SAD)

DSAD(φ) =

∫

Ω

|uR(x)− uT
φ(x)| dx (2.6)
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HereΩ denotes the overlapping space of reference and transformedtemplate images. Compared

to the other similarity measures, they have really simple definitions and are easy to implement.

The minimization of intensity difference is not suitable for multi-modal registration, but even

for some mono-modal registrations, they do not always work as well. The reason is the fact

that these similarity measures are more sensitive to the region with a large intensity difference

(for instance due to bright artifacts) than to the rest with asmall intensity difference, where the

important structures or image contents may be present.

Correlation (COR) of signals has been widely used for feature detection.In the field of

image registration, it is defined as

DCOR(φ) =

∫

Ω

uR(x)uT
φ(x) dx. (2.7)

In practice, the variant cross correlation (CC) is more commonly used as a similarity measure for

image registration.

DCC(φ) =

∫
Ω
(uR(x)− uR)(uT

φ(x)− uT
φ) dx√∫

Ω
(uR(x)− uR)2 dx ·

√∫
Ω
(uT
φ(x)− uT

φ)
2 dx

. (2.8)

Compared to simple correlation (see Equation 2.7), cross correlation is invariant to global changes

in intensity amplitude, because it accounts for the mean intensitiesuR anduT
φ. Another im-

portant correlation measure is the correlation ratio (CR),which was first introduced by Roche

et.al [RPA98] for image registration.

DCR(φ) =

∫
Ω
uR(x)uT

φ(x) dx
√∫

Ω
uR(x)2 dx ·

√∫
Ω
uT
φ(x)2 dx

. (2.9)

An advantage of the correlation ratio is that it is normalized between0 and1.

Mutual Information is one of the most successful voxel similarity measures for multi-modal

registration [PMV03]. Its definition is based on entropy andprobability. Actually, all similarity

measures can also be interpreted from the view point of probability of random variables. To

differentiate random variables from the other variables, all random variables have a hat over the

letter in the thesis, e.g.̂x.

When one random variablêx is a function of another̂y, i.e ŷ = f(x̂), the measurement

of x̂ can fully predictŷ. But in most cases, two variables are related, but not fully predictable

from each other. Measurinĝx tells something about̂y, but not everything. Predictability can
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be examined by the joint probability density function (pdf)p(x̂, ŷ), which tells us about the

co-occurrence of events from two random variables [VW97].

In the context of registration, the two random variables areîR and îTφ, denoting respectively

the intensities of reference and template image (transformed byφ) at the same spatial position.

Let us define a 2-dimensional random variableî = (̂iR, îTφ). Figures 2.3(a)-2.3(d) illustrates the

possible states of probability density function ofî, denoted bypφ(̂i), when the similarity mea-

sures are maximized or minimized. Minimizing intensity difference measures results in that an

identical mappinĝiR = îTφ more likely occurs. The cross correlation seeks to measure of an

affine dependency of two variables. The correlation ratio expresses the level of functional depen-

dency. If̂iR and̂iTφ are independent from each other, the correlation ratio of them is zero. If they

are functional dependent i.e.îR = f (̂iTφ), the correlation ratio is maximized to1. Maximization

of mutual information is the most “unconstrained” comparedto the other approaches. It tends to

shift the random variablêiTφ by registration to build up a number of clusters inpφ(̂i).

Mutual information is defined as

DMI(φ) =

∫

R2

pφ(̂i) log
pφ(̂i)

p(̂iR)pφ(̂iTφ)
d̂i where î = (̂iR, îTφ). (2.10)

Functionsp(̂iR) andpφ(̂iTφ) denote the marginal probability density functions ofîR andîTφ. The

definition of mutual information can be also interpreted as akind of Kullback-Leibler divergence,

which has the form of
∫
p(̂i) log(p(̂i)/q(̂i)) d̂i for two density functionsp andq. Equation 2.10

is the Kullback-Leibler divergence between the joint probability density functionpφ(̂i) and the

one in the case of full independencyp(̂iR)pφ(̂i
T
φ).

2.4 Estimation of Transformation Parameters

A rigid transformation for image registration can be uniquely defined by a number of parameters,

as in Equation 2.2, the transformation has7 parameters,4 dual quaternion parameters and3

translation parameters. The non-rigid transformation is defined by thed-dimensional function

u. For this reason, in some literatures of registration, non-rigid transformation is also called

non-parametric transformation. In this section, we discuss the estimation of parameters for rigid

registration. The estimation of non-rigid transformationwill be investigated in the next section.

Gradient descent is the general method to solve the problem of optimization. It seeks to find a

local extremum of a function in the parameter space by takingsteps along the gradient direction

of the function at the current position. Negative gradient for minimization and positive gradient
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for maximization. Let us constrain the discussion to minimizing a given similarity measureD
with respect to the unknown transformation parameter setq. Vectorq could be a concatenation of

translations with rotation angles or with unit quaternions. The simple gradient descent is defined

as in Algorithm 1, in which∇qD denotes the gradient of the similarity measure respect to the

parameter vectorq. For a rigid transformationφt, the SSD similarity measure is

Algorithm 1 General Gradient Decent
while t has not yet convergeddo
tk+1 = tk − τ · ∇qD(tk)

end while.

DSSD(φq) =

∫

Ω

(uR(x)− uT
φq

(x))2 dx (2.11)

and the discretized formulation is

DSSD(φq) = ‖−→U
R

−−→U
T

◦ φq‖2 = ‖−→U
R

−−→U
T

q‖2,

where the image functionu is represented by a vector
−→
U by stacking all the pixels in a given

order. The gradient with respect to a single parameterqj is computed by

∇qj
DSSD = 〈−→U

T

q −
−→
U

R

, ∂qj

−→
U

T

q 〉. (2.12)

The computation of the gradient of various similarity measures is discussed in [Her02]. The pos-

itive real numberτ in the gradient decent algorithm is the so-called step size,which determines

the distance approaching along the descent direction. Intuitively, it is a good idea to adaptτ in

each optimization iteration. Various strategies are proposed for the automatic adaption of the step

size. An algorithm proposed in [Ven02] finds the optimalτ with respect to the current parameters

qk, i.eτk = arg minτ D(qk − τ∇qD). The step sizeτ can also be computed to make subsequent

gradients orthogonal to each other, i.e.〈∇D(qk),∇D(qk−1)〉 = 0. But the most reliable way to

estimateτ is the so-called Armijo rule [Kos91]: Given an initial largestep sizes > 0, the factor

of reductionβ ∈ (0, 1) and the fixed parameter of toleranceσ ∈ (0, 1), the step sizeτk = sβk0

is optimized in the sense of the Armijo rule whenk0 ∈ {0, 1, 2, ...} is the maximal integer such

that

D(qk)−D(qk − sβk0∇Dk) ≤ σsβk0‖∇Dk‖. (2.13)

19



2.5 Non-rigid Registration

Regarding non-rigid registration, the optimization of a similarity measure is sufficient, because

the flexibility of non-rigid transformation can still lead to undesired matchings, for example

cracks and overlaps of the transformation field. In contrastto the rigid registrations, a new

regularization measureS must be added to the object function as the remedy for the arbitrary

irregularity of non-rigid transformationφ = R
d → R

d. A non-rigid transformation is usually

represented by a displacement fieldu = x − φ(x). The problem is formulated as finding a

functionu, such that

D(u) + αS(u)→ min . (2.14)

The parameterα weights the regular property of transformation versus the similarity of the im-

ages. Different from the similarity measureD, which is also a function of images (uR, uT ), the

regularization measureS is only dependent on the geometric properties of the transformationφ.

In the rest of this section, we will review various regularizers (Section 2.5.1) and briefly introduce

the variational framework for the estimation of transformation (Section 2.5.2).

2.5.1 Regularization

Diffusion regularization is often used to solve the optical flow problem in computer vision.

In the context of image registration, the regularizer constrains the gradient magnitude of the

transformation by minimizing

Sdiff (u) =
1

2

d∑

l=1

∫

Ω

‖∇ul‖22 dx, (2.15)

whereul : R
d → R is thel-th component ofu and‖ · ‖2 denotes aL2-norm. A fast numerical

implementation based on the additive operator splitting method is proposed in [FM99, MF02].

This numerical solution makes diffusion regularization very attractive for fast three dimensional

non-rigid registrations.

Curvature regularization was firstly proposed in [FM04] to as an approach for non-rigid

registration. Different from diffusion regularization, the curvature regularizer constrains the mag-
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nitude of second order derivative of transformation by minimizing

Scurv(u) =
1

2

d∑

l=1

∫

Ω

(△ul)
2 dx, (2.16)

where△ is the Laplace operator, i.e.△ul =
∑d

m=1 ∂xm,xm
ul. The integral approximates the

curvature in thel-th dimension of the displacement field and therefore penalizes oscillations of

transformation. In theory, curvature regularization is invariant with respect to an affine transfor-

mation becauseScurv(Bx+ c) = 0.

Elastic regularization for image registration was first investigated in [Bro81]. Elastic regis-

tration seeks to deform the image as an elastic object under external forces. The regularization

forces the deformation subject to elasticity constraints,while the similarity measure works like

the force resulting strain of the object. Elastic regularization based on the linearized elastic model

is defined as

Selas(u) =
µ

4

∫

Ω

d∑

l,m=1

(∂xl
um + ∂xm

ul)
2 +

λ

2
( divu)2 dx, (2.17)

whereλ andµ are the so-called Lamé-constants reflecting material properties of an elastic body.

Fluid regularization is another physically motivated regularization method fornon-rigid

registration introduced in [Chr94]. We can imagine that thedeformation fieldu is not only a

function of space but also of time, sinceu evolves from the current to the next iteration during

the optimization, i.eu(x, t), wheret is a time variable. In this way, a velocity field is defined by

v(x, t) = ∂tu(x, t) +∇u(x, t)v(x, t). (2.18)

The essential difference between elastic and fluid regularization is that a fluid regularizer does

not directly constrain the displacement fieldu but the velocity fieldv.

Sflui(u) = Selas(v) (2.19)

Compared with elastic registration, fluid registration is more deformable and allows large image

deformations while preserving the topology of the object.
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2.5.2 Variational Framework

One of the most popular numerical solutions for the minimization problem as in Equation 2.14

is to solve the correspondent Euler equation

f [u](x) + αA[u](x) = 0 for x ∈ Ω, (2.20)

wheref andA are respectively the first variations of the similarity measureD and the regular-

ization termS. Assuming the objective functionI(u) is sufficiently regularized in the function

spaceF , the first variation ofI(u) with respect tou ∈ F in the directionk ∈ F is defined by

δI(u,k) = lim
ǫ→0

I(u+ ǫk)− I(u)

ǫ
. (2.21)

If u minimizesI, thenδI(u,k) = 0 for everyk ∈ F . Let us take theSdiff as an example to

compute the variation:

δSdiff (u,k) = lim
ǫ→0

1

ǫ
(S(u + ǫk)− S(u))

= lim
ǫ→0

1

2ǫ

∫

Ω

d∑

l=1

(‖∇(ul + ǫkl)‖22 − ‖∇ul‖22) dx

= lim
ǫ→0

1

2ǫ

∫

Ω

d∑

l=1

(‖∇ul‖2 + ǫ2‖∇kl‖2 + 2ǫ∇ul∇kl − ‖∇ul‖2) dx

=

∫

Ω

d∑

l=1

〈∇ul,∇kl〉 dx

If Neumann boundary conditions are imposed, i.e.,

〈∇ul,n〉 = 〈∇kl,n〉 = 0 for x ∈ ∂Ω,
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wheren denotes the outer normal unit vector of∂Ω,

∫

Ω

d∑

l=1

〈∇ul,∇kl〉 dx =

∫

Ω

d∑

l=1

△ulkl dx

=

∫

Ω

〈△u,k〉 dx

=

∫

Ω

〈Adiff [u],k〉 dx.

Here△ is a Laplace operator. In the similar way, the variation of regularization terms are com-

puted as

Adiff [u] = △u (2.22)

Acurv[u] = △2u (2.23)

Aelas[u] = µ△u+ (λ+ µ)∇ divu (2.24)

Aflui[u] = µ△v + (λ+ µ)∇ divv. (2.25)

All operatorsA in equations 2.22-2.25 are linear operators applying on theunknown displace-

ment fieldu, which can be formulated as matrix multiplications if the Euler equation is repre-

sented into a linear equation system.

The variation of similarity measures, the so-called force terms are computed by

fSSD[u] = (uR(x)− uT (x− u))∇uT (x− u) (2.26)

fCC[u] = (Gσ ∗ LCC
u )(̂i)∇uT (x− u) (2.27)

fCR[u] = (Gσ ∗ LCR
u )(̂i)∇uT (x− u) (2.28)

fMI [u] = (Gσ ∗ LMI
u )(̂i)∇uT (x− u). (2.29)

In above equations,LCC(̂i), LCR(̂i) andLMI (̂i) are the functions of the probability density func-

tions of the 2-dimensional random variable of image intensities, see the discussion on page 17.

They are convoluted with a Gaussian filterGσ, because the joint probability density functionpu
must be estimated by Parzen kernel with widthσ

pu(̂i) =
1

Ω

∫

Ω

Gσ(Iu(x)− î) dx, (2.30)

whereIu(x) = (uR(x), uT
φ(x)) is a 2-dimensional intensity function. The exact mathematical
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formulations ofLCC(i), LCR(i) andLMI (i) are out of range of this work. We refer to [Her02] for

the further reading.

Regardless of the chosen similarity, the associated force term f is always non-linear with

respect to the unknownu because of the gradient field of the deformed template∇uT (x − u).

Consequently we cannot analytically solve Equation 2.20 without an iterative method. Assuming

the vector functionu is sampled and the sample values are ordered into a discrete vector
−→
U , the

linear operator can be formulated as a matrix multiplication, i.eA[u] → A
−→
U , typically a finite

difference approximation is used. A simple fix-point iteration scheme like

−→
U

(k+1)
= − 1

α
A−1−→F

(k)
,with

−→
U

(0)
=
−→
0 (2.31)

can be used to solve Equation 2.20. In each iteration, the force termf based on theu in the last

step is the right-hand vector. More often, a time-stepping iteration scheme is employed

∂tu(x, t) = f [u]((x, t)) + αA[u](x, t). (2.32)

Now the unknownu becomes a not only spatial but also time dependent function,which evolves

during the iteration. The basic idea is that the solution of Equation 2.20 is found, as the solution

converges, i.e.∂tu(x, t) = 0. Equation 2.32 is often solved in a semi-implicit iterativescheme

∂tu
(k+1)(x, t)− αA[u(k+1)](x, t) = f [(u(k)](x, t)) (2.33)

A time-stepτ > 0 is introduced for the time discretization and∂tu
(k+1)(x, t) is approximated

by (u(k+1) − u(k))/τ . In the end, we obtain the iteration scheme like

−→
U

(k+1)
= (I − ταA)−1 (

−→
U

(k)
+ τ
−→
F

(k)
),with

−→
U

(0)
=
−→
0 . (2.34)

No matter if the fix-point or the time-stepping iteration scheme is used, the most expensive

computation is always the inversion of the matrix. Many efficient numerical solvers, e.g the

multigrid method, have been developed or adapted to this problem. The parameterτ does not

have to be pre-fixed, it can be dynamically determined based on the principles discussed in

Section 2.4.
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2.6 Feature based Registration

Feature based registration methods rely on the limited set of features generated from image con-

tent, such as identified points, segmented binary structures or object surfaces to register images.

Compared to intensity based registration, feature based methods more likely emphasize match-

ing of image contents, not of intensity patterns. Automaticor interactive selection of the desired

features is a pre-condition of the registration, thus, the error of feature location may influence the

quality of registration. In this section we will briefly discuss various methods of feature based

registration.

2.6.1 Point based Match

Point based registration seeks to find a transformation thatapproximately aligns two groups of

given points in two spaces. The points can be anatomical landmarks interactively selected by the

user e.g. fiducial landmarks, or automatically identified byalgorithms e.g. salient points. They

can also be feature points with some given geometrical properties, e.g, corners or local curvature

extrema.

If the correspondences between two groups of points are given, the transformations usually

can be determined analytically. For rigid transformations, it can be formulated as a least squares

fitting problem: given two groups of pointst = (t1, t2, ..., tns
)T andr = (r1, r2, ..., rns

)T with

one-to-one correspondence, search for the transformationφ minimizing the squared Procrustes

distance described by

ns∑

s=1

‖ts ◦φ− rs‖2. (2.35)

The translation vector can be computed from the difference between the centroids̄t ands̄, sub-

sequently the rotation matrix can be determined by singularvalue decomposition (SVD) of the

correlation matrix

K = P TQ =
[
t1 − t̄, t2 − t̄, ..., tns

− t̄
]T [

r1 − r̄, r2 − r̄, ..., rns
− r̄

]
, (2.36)

i.e.K = UDV T and the rotation matrixR = V UT .
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Landmark based interpolation

The transformations can also be deformable. The problem canbe treated as a point based interpo-

lation where landmark correspondences are given sparse data in a multi-dimensional scalar field.

We know the deformationφ(ti) = ri and wish to estimate the value of the deformation field at

the other spatial locations. There are the kriging [MKGL96], thin-plate spline [Boo89] and radial

basis function approaches [Mic86]. Each method uses different constraints and assumptions to

estimate the deformation outside the landmarks. Here we briefly summarize the general solution

of the thin-plate spline method. An extensive discussion can be found in [Roh01].

For thin-plate spline method, the deformation is defined by aset of landmarks. Usually,

the landmarks are pairs of points that are selected from the reference and template image. The

deformation needs to exactly match these landmarks and keepsmooth elsewhere. Because we

handle SPECT and CT volume data here, let us constrain the discussion in a 3-D case, where

the coordinate of a three-dimensional point isx = (x1, x2, x3)
T . Assume thatns pointsts =

(ts1, t
s
2, t

s
3)

T need to be transformed to new positionsrs = (rs
1, r

s
2, r

s
3)

T , respectively, the desired

transformation with the mannerφ(x) = (φ1(x), φ2(x), φ3(x))T is constrained by

φ1(ts) = rs
1, φ2(ts) = rs

2, φ3(ts) = rs
3. (2.37)

According to the theory of landmark based interpolation [Roh01], pointx that is transformed by

such functionφ that

φl(x) =
M∑

j=1

aj
l gj(x)

︸ ︷︷ ︸
linear part

+
ns∑

r=1

bslσ(x, ts)

︸ ︷︷ ︸
radius base part

, l = 1, 2 or 3. (2.38)

In the linear part,gj ’s are the linear basis function given byg(x) ∈ R
M , whereM = 4 and

g1(x) = 1, g2(x) = x1, g3(x) = x2, g4(x) = x3. (2.39)

In the radius base part,σ(x, ts) is usually a function of the radiushs = x− ts. The coefficients

in Equation 2.38 are the solution of the equation system

(
Σ G

GT
0

)(
B

A

)
=

(
U

0

)
, (2.40)
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where

Σij = σ(ti, tj),

Gij = gj(ti), i = 1, ..., ns, j = 1, ...,M,M = 4

A = (a1,a2,a3),al = (a1
l , ..., a

M
l )T , l = 1, 2 or 3,

B = (b1, b2, b3), bl = (b1l , ..., b
ns

l )T , l = 1, 2 or 3,

U = (u1,u2,u3),ul = (u1
l , ..., u

ns

l )T , l = 1, 2 or 3.

In order to ensure thatΣ is invertible, we choose the basis function of a thin-plate spline interpo-

lation,σ(x, ts) = ‖hs‖22 log ‖hs‖2 in two dimensions andσ(x, ts) = ‖hs‖ in three dimensions.

There are many functions which also ensure a nonsingular andinvertibleΣ [Buh03].

Iterative closest point (ICP) algorithm

For matching the point sets without one-to-one correspondence, for example, matching the sets

of salient points detected from two images, the most widely used methods are based on the

iterative closest point (ICP) algorithm. In the following,the basic concept of the ICP algorithm

is introduced. We refer to the survey [RL01] for its variants.

Let say that we have a fixed point cloudt = (t1, t2, ..., tns
)T and a floating point cloud

r = (r1, r2, ..., rn
′

s
)T , where numbers of two point groups are normally different, i.e. ns 6= n

′

s.

We want to estimate a rigid transformationφ to match them. In each iteration, the ICP algorithm

actually selects the closest points as correspondences. For instance, in thek-th iteration, the

floating point cloud is moved by current transformation and is denoted asr(k). The searching

operation can be denoted as

t(k) = C(r(k), t). (2.41)

Among the fixed points cloudt, the operationC looks for the closest pointts with respect to

the the pointrs ∈ r(k) and finally generates the set of correspondent pointst(k) = {ts}s=1,...,ns
.

Then, the ICP algorithm calculates the transformationφ for minimizing the distance between

point sett(k) andr(k):

d(t(k), r(k)) =
1

ns

ns∑

s=1

‖t(k)
s − r(k)

s ◦ φ−1‖2.

The transformation can be calculated based on any of these four methods: A SVD based method
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by Arun et al. [AHB87], a quaternion method by Horn [Hor87], an algorithm using orthogo-

nal matrices by Horn et al. [HHN88] and a calculation based ondual quaternions by Walker

et al. [WSV91]. These algorithms show similar performance and stability concerning noisy

data [LEF]. Similar to Equation 2.41, the least squares registration can be denoted as:

(φ, d) = Q(t(k)
s , r(k)

s ) (2.42)

The ICP algorithm can now be stated as follows:

Algorithm 2 Iterative Closest Point (ICP)
given two meshes(t, r) and maximal iteration numberNmax

setφ(x) = x andt(0) = t

for k = 0, ..., Nmax do
Compute the correspondence:t(k) = C(r(k), t)

Registration:(φ(k), d) = Q(t
(k)
s , r

(k)
s )

Transform the floating points:r(k+1) = φ(k)(r)
if convergencethen

break
end if

end for

2.6.2 Structure based Registration

Structure based methods register images by aligning the common structures found in both im-

ages. In [MV97, MCOS+02, ZF03] the most important structure based registration methods in

the last decade have been summarized. The most common structures, such as surfaces, edges or

contours, are represented by a set of feature points, which can easily be handled with point based

matching methods, for instances, the ICP based method presented above.

A kind of “Head and Hat” algorithm is a simple but also widely used method in clinical

practice to register 3-D CT, MR and PET images. First the skinsurfaces in both images are

segmented with less computational complexity. Then the algorithm models the contours from

the higher resolution image as a surface (“header”) and the contours of the lower resolution

image a series of points (“hat”). The optimized rigid transformation is determined such that the

mean squared deviation between “hat points” and “head contour” is minimized.

The matching of distance mapping is another popular way for the alignment of segmented

binary structures. The basic idea is that the surface or contour feature is represented by a

distance function. An comparative survey of Euclidean distance transform algorithms can be
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found in [FBTC07]. Then the distance functions of two imagesare rigidly [Bor88] or non-

rigidly [Par03] registered to each other. The drawback of segmentation based registration is that

the accuracy of registration is influenced by the error in thesegmentation step. Although the

registration part is commonly automatic, the segmentations of common structures in reference

and template images quite often requires user interaction.

2.6.3 Simultaneous Segmentation and Registration

Several attempts have been published in literature to develop methods for detecting the fea-

tures and aligning images simultaneously. In 2001, the firsthybrid segmentation and registration

framework was proposed in [ZYK01]. The method utilizes multi-channel Chan-Vese active con-

tour to segment the desired edge features and find the optimalEuclidean transformation between

images. In 2002, Moelich improved this framework by substituting the Chan-Vese active contour

with logic models that allow better control of the segmentation and a richer context information

about dissimilarity of images [MC03]. In 2004, Chen presented a joint framework of classifi-

cation and registration for MR data [CW98]. This was achieved by a maximizing a posteriori

(MAP) model. In 2005, Young introduced a method that combines partial differential equations

based on morphing active contours with Yezzi and Zollei’s algorithms for joint segmentation

and registration [YL05]. In the same year, a statistical framework using an Expectation Maxi-

mization based algorithm appeared in [PFL+05]. The approach simultaneously estimates image

inhomogeneities, anatomical label-map and a mapping from the atlas to the image space.

Due to our knowledge, most the existing approaches are restricted to lower dimensional rigid

transformations for image registration. Recently, in [DR06, DRR09] a novel approach for non–

rigid registration by edge alignment was presented. The keyidea of this work is to modify the

Ambrosio–Tortorelli approximation of the Mumford–Shah model, which is traditionally used for

image segmentation, so that the new functional can also estimate the spatial transformation be-

tween images. This method is actually the theoretical fundament of the one-to-one edge matching

method introduced in the next chapter.
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(a) Intensity Difference (b) Cross Correlation

(c) Correlation Ratio (d) Mutual Information

Figure 2.3: Sketch of possible states of the joint probability function by minimizing intensity
difference, cross correlation, correlation ratio and mutual information. AxeŝiR and̂iTφ denote the
random variables of the gray levels (0-255) of reference andtemplate images, respectively. The
gray levels shown in sketches tell us the degrees of concentration of joint probability functions.
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Part II

One-to-one Edge based Registration
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Chapter 3

One-to-one Edge based Registration

Edge features, usually determined by intensity discontinuities, reflect the underlying structure

information among the images. Detecting and matching edge features are two important and

challenging image processing problems in the fields of computer vision and medical image anal-

ysis. Typically, solutions are developed for each of these two problems mutually independent.

However, in various applications, the solutions of these problems depend on each other. Tackling

each task would benefit from prior knowledge of the solution of the other task. This advantage

has already been pointed out in [KYZ01]. In this work, edges in different images are segmented

by an active edge model, similar to the one proposed in [CV01], and images are simultaneously

matched to each other with an affine transformation.

In 2007, Mumford–Shah model [MS89] was expanded in [DR06, DRR09] with the capability

of matching the edge features of two images. The edge features are represented by two different

cartoon approximations of the images. A smooth dense warping function defines the mapping

between the edge features. The modified Mumford–Shah model seeks to simultaneously tackle

two highly interdependent tasks: edge segmentation and non-rigid registration. However, the

non-symmetrical functional definition and the transformation model constrain the applicability

of this model. This drawback will be further discussed in Section 3.2.

In this work we introduce a new symmetric model for edge matching based on the Mumford–

Shah model as well. We use two relatively separated discontinuity sets to explicitly represent the

edge sets of the associated images. For the ambiguity problem of the correspondence, we apply

the idea of consistent registration [CJ01, JC02] to simultaneously estimate the forward and re-

verse transformations and to constrain one transformationto be the inverse of the other one. In

this way, the edge sets of the images have equal influence on the edge registration. Thus, the pro-

posed method is one-to-one in the sense, that it allows to determine one-to-one correspondences
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between the edge features of two images. Symmetric one-to-one edge matching is not only more

sound in mathematical sense, but also very important in a broad range of applications, where

one is interested in determining the correspondence of the same structure in different images.

For example, non-rigid registration for atlas construction [RFS03, MTT03], historical biological

images [STU05, CSM+06] or motion estimation.

This chapter is organized as follows: In Section 3.1, we introduce some basic knowledge

about the classic Mumford–Shah model, the approximation proposed by Ambrosio and Tor-

torelli and the Finite Element approximation as a preparation for the discussion of the proposed

method. In Section 3.2, we present the non-symmetrical Mumford–Shah model for edge match-

ing and discuss the potential drawbacks of this model. Then,in Section 3.3, the symmetrical

model is introduced, including functional definitions, variational formulations, numerical im-

plementations and algorithm. In Section 3.4, we study the parameter setting of the algorithm

and show experimental results. Finally, we summarize the method of one-to-one edge based

registration in Section 3.5.

3.1 Fundamentals

3.1.1 Mumford-Shah Model

In their pioneering work [MS89], Mumford and Shah proposed to model an image as follows:

For an image functionu : Ω → R on an image domainΩ ⊂ R
d with d = 2 or 3 and non-negative

constantsα, β andν, the Mumford–Shah (MS) functional is given by

EMS(w,K) =
α

2

∫

Ω

(w − u)2 dx

+
β

2

∫

Ω\K

|∇w|2 dx+
ν

2
Hd−1(K).

(3.1)

By minimizing this functional, the noisy image functionu, has been represented by a cartoon

set(w,K), wherew : Ω → R is a reconstructed noise-free piecewise constant function, while

K is a set of discontinuity inΩ. The first term measures the degree of fidelity of the approxi-

mationw with respect to the input datau. The second term acts as a kind of “edge-preserving

smoother”, which penalizes large gradients ofw in regions except ofK, i.e. Ω \ K, while not

smoothing the image in the edge set. The last termHd−1 denotes thed−1 dimensional Hausdorff

measure, which is used to regularize the reconstruction ofw and control the length of the edge

set. Existence theory for Mumford-Shah model established in [CDR02] proposed to consider
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the minimization of an equivalent energy depending onw only. The Mumford-Shah model has

turned out to be versatile and has been applied widely in image segmentation, denosing, shape

modeling, image inpaint and data-reconstruction. See [MS95, CSV00, CV01, Fri09] and the

references therein.

3.1.2 Ambrosio–Tortorelli Approximation

It is difficult to minimize the original Mumford–Shah functional in Equation 3.1 because of

its implicit definition of the discontinuity setK. Various approximations have been proposed

during the last two decades. In this work we focus on the Ambrosio–Tortorelli approximation

with elliptic functionals [AT90].

In the Ambrosio–Tortorelli (AT) approximation the discontinuity setK is expressed by a

phase field functionv. This scalar functionv approximates the characteristic function of the

complement ofK, i.e., v(x) ≈ 0 if x ∈ K and v(x) ≈ 1 otherwise. The approximation

functional is defined as follows:

Eǫ
AT[w, v] =

α

2

∫

Ω

(w − u)2 dx+
β

2

∫

Ω

v2‖∇w‖2 dx

+
ν

2

∫

Ω

(ǫ‖∇v‖2 +
1

4ǫ
(v − 1)2) dx,

(3.2)

The second term, still working as an “edge-preserving smoother”, couples zero-regions of

v with regions where the gradient ofw is large. The following “coupling” betweenw andv is

energetically preferable:

v(x)

{
≈ 0 where‖∇w‖ ≫ 0,

≈ 1 where‖∇w‖ ≈ 0.
(3.3)

The last term approximates the edge length, i. e. thed − 1 dimensional measureHd−1(K) of

the edge setK. The parameterǫ controls the “width” of the diffusive edge set. Mathematically

speaking, the sequence of functionalsEǫ
AT Γ−converges to the Mumford–Shah functional, i.e.

Γ − lim
ǫ→0

Eǫ
AT = EMS.

For a rigorous proof and further explanation we refer to [Mar92].
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(a) u (b) w (c) v

Figure 3.1: A 2-D example of Ambrosio–Tortorelli approximation. (a) The original imageu. (b)
The piecewise constant functionw. (c) The phase field functionv.

3.1.3 Finite Element Discretization

Finite Element (FE) methods are used in this work to discretize equations. The whole image

domainΩ is covered by a uniform rectangular meshC, on which a standard multi-linear Lagrange

finite element space is defined. We consider all images as setsof voxels, where each voxel

corresponds to a grid node ofC. Let N = {x1, ...,xn} denote the nodes ofC. The FE basis

function of nodexi is defined as the piecewise multi-linear function that fulfills

ϕi(xj) =





1 i = j

0 i 6= j.

Figures 3.2(a) and 3.2(b) show the basis functions in 1-D and2-D space. The FE-spaceV is the

linear hull ofϕi, i.e.

V := span(ϕ1, ..., ϕn).

The FE-space of vector valued functions isVd, the canonical basis of this space, is

ϕ1e1, ..., ϕne1, ..., ϕ1ed, ..., ϕned,
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whereei is thei-th canonical basis vector ofR
d. In FE-space scalar and vector valued functions,

e.g.u andφ, are approximated by

u ≈ U :=

n∑

i=1

u(xi)ϕi(x) and

φ =




φ1

...

φd


 ≈ Φ :=




∑n
i=1 φ1(xi)ϕi(x)

...
∑n

i=1 φd(xi)ϕi(x)


 .

The FE approximation of a function can also be represented bya vector that collects the function

values on the nodes, e.g.
−→
U := (u(xi), · · · , u(xn))

T and
−→
Φ := (

−→
Φ1, · · · ,

−→
Φd)

T where
−→
Φl =

(φl(x1), · · · , φl(xn))T . In this work we denote continuous functions by lowercase letters (e.g.

u orφ), their FE representation by “over-lined” uppercase letters (e.g.U or Φ) and their vector

representation by “over-arrowed” uppercase letters (e.g.
−→
U or

−→
Φ ).

Xi Xi +1Xi -1

1

(a) 1-D basis functions.

Xi,j

(b) 2-D basis function in the rectangular mesh.

Figure 3.2: Basis functions of the finite element method.

3.2 Mumford-Shah Model for Edge Matching

A promising way to extend the Mumford-Shah model for deformable edge matching is intro-

duced in [DR06, DRR09]. Given the referenceuR and the template imageuT , the functional is
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Figure 3.3: Non-symmetric Mumford–Shah model for edge matching. uR anduT are the given
reference and template images.wR andwT are the restored, piecewise smooth functions of image
R and imageT . K is the combined discontinuity set of both images. Functionφ represents the
spatial transformation from imageT to imageR.

defined as

EMSreg(w
R, wT , K,φ) =

α

2

∫

Ω

(wR − uR)2 dx+
α

2

∫

Ω

(wT − uT )2 dx

+
β

2

∫

Ω\K

|∇wR|2 dx+
β

2

∫

Ω\Kφ

|∇wT |2 dx

+
ν

2
Hd−1(K) + CREG[φ].

(3.4)

HerewR andwT are the reconstructed piecewise constant functions of the reference and template

images.φ is the non-rigid transformation thatK denotes the edge-set of reference imageuR,

while Kφ denotes the deformed edge-setK under the transformationφ. CREG[φ] is the regu-

larization functional of the transformationφ, which we will further discuss in the next section.

Matching the edge between two image data-sets is reflected bythe fourth functional term in

Equation 3.4. That is, in this model the edge-setK energetically not only prefers to couple the

gradient of reference image∇wR but also to be transformed to couple the gradient of template

image∇wT .

A major drawback of the above Mumford-Shah based matching isits asymmetry with respect

to edge features and spatial mapping between them. The scheme of the model is shown in

Figure 3.3. The definition of the similarity measure is not symmetrical: a joint discontinuity set

K is used to estimate the edges of the restored template imageT and the deformed edges of

the restored reference imageR. The model of the spatial mapping between the two images is

not symmetrical: the transformationφ in Figure 3.3 is only defined in one direction, from the
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Figure 3.4: Symmetric Mumford–Shah model for one-to-one edge matching.uR anduT are the
given images.wR andwT are the restored, piecewise smooth functions of imageR and imageT .
KR andKT are the discontinuity sets of the imagesR andT , respectively. Functionφ represents
the transformation from imageT to imageR and functionψ represents the transformation from
imageR to imageT .

imageT to the imageR. The asymmetry of the similarity measure and the single directional

transformation, as pointed out in [RK06], cannot ensure that the method is consistent. That is,

if one computes the transformationφ from T to R and then switches the roles ofT andR to

compute the transformationψ from R to T , it is uncertain whether these transformations are

inverse to each other.

3.3 One-to-one Deformable Edge Matching

In this section we propose a new symmetric model for edge matching based on the Mumford–

Shah model. Figure 3.4 shows the scheme of this symmetric model. We use two separated

discontinuity sets (KR andKT in Figure 3.4) to explicitly represent the edge sets of the associ-

ated images. For the ambiguity problem of the correspondence, we apply the idea of consistent

registration [CJ01, JC02] to simultaneously estimate the forward and reverse transformations

and to constrain one transformation to be the inverse of the other one. In this way, the edge

setsKR andKT of the imagesR andT , respectively, have equal influence on the edge registra-

tion. Thus, the proposed method is one-to-one in the sense that it allows to determine one-to-one

correspondences between the edge features of two images.

The major task of one-to-one edge based registration is stated as follows: Find an appropri-

ate transformationφ such that the transformed template imageuT ◦ φ becomes similar to the
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reference imageuR [Mod04]. The degree of similarity (or dissimilarity) is evaluated using the

gray valuesuR anduT or certain features such as edges. We consider an edge based matching

method that seeks to register two images based on joint edge extraction and registration. Thus,

the algorithm simultaneously has to fulfill the two following tasks:

• Detection of the edge features from two noisy images.

• Registration of two images using these detected edge features.

The first task is more related to image denoising and edge detection, for which we simply em-

ploy the Mumford–Shah model as the feature representation.In practice, the discontinuity sets

are approximated by phase field functions as in Equation 3.2 of Ambrosio–Tortorelli approxima-

tion. In this algorithm, the four unknowns{wR, wT , vR, vT} are estimated, where(wR, vR) and

(wT , vT ) are the feature representations ofR andT , respectively.

The second task is more related to image registration. The non-rigid transformation from

imageR to imageT is mostly different from the inverse function of the transformation fromT to

R. In order to overcome such correspondence ambiguities, we follow the method of consistent

registration [CJ01] to jointly estimate the transformations in both forward and reverse directions.

We denote the transformation fromT to R asφ and the transformation fromR to T asψ.

Functionsφ andψ are estimated to match the two feature representations(wR, vR) and(wT , vT )

to each other. Additionally,φ andψ are required to be smooth and approximately inverse to each

other. For the desired spatial properties a regularizationfunctional and a consistency functional

are proposed to constrain the transformations to satisfy these requirements.

3.3.1 Functional Definitions

The six unknowns - the restored reference imagewR, the restored template imagewT , the edge

describing phase-fieldsvR andvT of the reference and the template image, respectively, and the

deformationsφ andψ from the template to the reference domain and vice versa - areestimated

by minimizing a joint functional with the following structure:

ESYM = EAC + µECC + λEREG + κECON, (3.5)

whereµ, λ andκ are nonnegative constants which control the contributionsof the associated

functionals. The detailed definitions of these functionalsare given in the following.
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Auto-coupling Functional

EAC =CAC[wR, vR] + CAC[wT , vT ]

:=Eǫ
AT[wR, vR] + Eǫ

AT[wT , vT ].
(3.6)

HereEǫ
AT denotes the functional of the Ambrosio–Tortorelli approximation whose definition

has been given in Equation 3.2, whereu is replaced byuR or uT respectively. The single

auto-coupling cost function, e.g.CAC[wR, vR], essentially makes use of the mechanisms of the

Mumford–Shah model and its Ambrosio–Tortorelli approximation to estimate the feature rep-

resentation (wR, vR) of the imageR, such that the piecewise smooth functionwR optimally

couples with the phase field functionvR in a manner similar to Equation 3.3. Roughly speaking,

this auto-coupling functional is responsible for detecting the edge features of each image and

for defining the internal relation between the phase field function vR (andvT respectively) and

the piecewise smooth functionwR (andwT respectively). In this functional the segmented edge

features of the two images, i.e.(wR, vR) and(wT , vT ), are totally independent of each other.

Cross-coupling Functional

ECC =CCC[w
R, vR,φ] + CCC[w

T , vT ,ψ]

:=
1

2

∫

Ω

(vT ◦ φ)2
∥∥∇wR

∥∥2
dx

+
1

2

∫

Ω

(vR ◦ψ)2
∥∥∇wT

∥∥2
dx.

(3.7)

This functional is responsible for matching the edge features of the two images. It favors spa-

tial transformationsφ andψ which optimally couple the feature representations(wR, vR) and

(wT , vT ) in the following way:

vT ◦ φ ≈
{

0 where‖∇wR‖ ≫ 0,

1 where‖∇wR‖ ≈ 0.

vR ◦ψ ≈
{

0 where‖∇wT‖ ≫ 0,

1 where‖∇wT‖ ≈ 0.

By definition, this functional jointly treats segmentationand registration: Regarding registration,

the functional acts the similarity measure based on the intermediately segmented edge features.

Instead of directly matching the phase-fields functions (vR ↔ vT ) and the smooth functions
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(wR ↔ wT ), the functional seeks to match the gradient field of the smooth function of one image

to the phase field function of the other image(vR ↔ ∇wT , vT ↔ ∇wR). Regarding segmenta-

tion, this functional also imposes the influence of the edge features segmented in the other image.

In the following subsection we will see that both spatial transformations are controlled by regu-

larization. The regularized spatial transformations leadto local edge feature correspondence.

Regularization Functional

EREG =CREG[φ] + CREG[ψ]

:=
1

2

∫

Ω

‖J(φ− 11)‖2 dx

+
1

2

∫

Ω

‖J(ψ − 11)‖2 dx,

(3.8)

whereJ(·) denotes Jacobian of vector-value function. Here11 : x 7→ x denotes the identity

mapping andφ − 11, ψ − 11 the displacement fields corresponding toφ andψ. Generally

speaking, the regularization functional is used to rule outsingular transformations which may

lead to cracks, foldings, or other undesired properties. Inthis work the regularization constraint

is the sum of the norm of the Jacobian of both displacement fields. See [AAF99] for further

explanations of regularization based on the Jacobians of transformations.

Other candidates for regularization constraints are linear elastic [Bro81, CJM97] and viscous

fluid [BNG96, CJM97] regularizations. These two constraints make use of a continuous me-

chanical model to regularize the transformations [Gur81].Another alternative, which already

ensures a homeomorphism property, is the nonlinear elasticregularization. It separately deals

with length, area and volume deformation and in particular penalizes volume shrinkage [DR04].

Consistency Functional

ECON =CCON[φ,ψ] + CCON[ψ,φ]

:=
1

2

∫

Ω

‖φ ◦ψ(x)− x‖2 dx

+
1

2

∫

Ω

‖ψ ◦ φ(x)− x‖2 dx.

(3.9)

The forward and reverse transformationsφ andψ are purely independent of each other inEAC

andEREG and are implicitly correlated inECC via the matching of the two image / phase-fields
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pairs, i.e. (wR, vT ◦ φ) ↔ (wT , vR ◦ ψ). The consistency functionalECON in Equation 3.9

explicitly specifies the relationship between forward and reverse transformations.ECC is minimal

if and only if φ ◦ ψ(x) = x = ψ ◦ φ(x), i.e.,φ ≈ ψ−1 andψ ≈ φ−1. The transformation

in one direction has to be the inverse function of the transformation in the other direction. For

registration, this consistency constraint favors an invertible and bijective correspondence of the

segmented edge features.

3.3.2 Variational Formulation

We assume that the minimum of the entire energyESYM is the zero crossing of its variation with

respect to all the unknowns{wR, wT , vR, vT ,φ,ψ}. The definition of the entire functionalESYM,

as well as of each individual functionalEAC, ECC, EREG andECON, is symmetric with respect to

the two groups of unknowns:{wR, vR,φ} and {wT , vT ,ψ}. Thus, we restrict ourselves to

the description of the computation of variations with respect to {wR, vR,φ}. The variational

formulas of the other group can be deduced in a complementaryway.

Given an arbitrary scalar test functionϑ ∈ C∞
0 (Ω), we obtain the variations with respect to

wR andvR:

〈∂wRESYM, ϑ〉 = 〈∂wREAC, ϑ〉+ µ 〈∂wRECC, ϑ〉

=

∫

Ω

α(wR − uR)ϑ+ β(vR)
2∇wR · ∇ϑ dx

+

∫

Ω

µ(vT ◦ φ)2∇wR · ∇ϑ dx,

(3.10)

〈∂vRESYM, ϑ〉 = 〈∂vREAC, ϑ〉+ µ 〈∂vRECC, ϑ〉

=

∫

Ω

β
∥∥∇wR

∥∥2
vRϑ +

ν

4ǫ
(vR − 1)ϑ dx

+

∫

Ω

νǫ∇vR · ∇ϑ dx

+

∫

Ω

µ‖∇wT ◦ψ−1‖2vRϑ| det J(ψ−1)| dx.

(3.11)

Here we have used the transformation rule
∫

Ω

µ

2
‖∇wT‖2(vR)2 ◦ψ dx

=

∫

ψ(Ω)

µ

2
‖∇wT ◦ψ−1‖2(vR)2| detJ(ψ)|−1 dx
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andψ(Ω) = Ω. Given an arbitrary vector-valued test functionζ ∈ C∞
0 (Ω,Rd), we obtain the

variation with respect toφ:

〈∂φESYM, ζ〉 = µ 〈∂φECC, ζ〉+ λ 〈∂φEREG, ζ〉+ κ 〈∂φECON, ζ〉

=

∫

Ω

µ
∥∥∇wR

∥∥2
(vT ◦φ)∇(vT ◦ φ) · ζ dx

+

∫

Ω

λJ(φ) : J(ζ) dx

+

∫

Ω

κ([φ ◦ψ](x)− x) · [ζ ◦ψ](x) dx

+

∫

Ω

κ([ψ ◦ φ](x)− x)J(ψ(φ(x))) · ζ(x) dx.

(3.12)

Due to the high complexity of the minimization problem (fourscalar functions and two

vector-valued functions) the unknowns are estimated in an Estimation-Minimization type pro-

cedure:

Algorithm 3 Estimation-Minimization type Procedure
Let fi=1,...,m denote the unknown functions andE := E[f1, ..., fm] denote the functional.
while fi=1,...,m has not yet convergeddo

for i = 1 tom do
fi = arg minf E[f1, ..., fi−1, f, fi+1, ..., fm].

end for
end while

3.3.3 Solution of the Linear Part

First we introduce generalized mass and stiffness matrices, which play the key roles in the dis-

cretization of Equations 3.10 and 3.11 using FE approximation.

Given a functionf(x) : Ω 7→ R, the generalized massM [f ] and stiffness matricesL[f ] are

defined as follows:

M [f ] =

(∫

Ω

f(x)ϕi(x)ϕj(x) dx

)

i,j

(3.13)

L[f ] =

(∫

Ω

f(x)∇ϕi(x) · ∇ϕj(x) dx

)

i,j

(3.14)

Both matrices aren × n-dimensional, wheren is the number of nodes in the FE space. Both

matrices are sparse, i.e. most entries are zero. An entry is non-zero, if and only ifi = j
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or nodei and j are adjacent in the mesh. To compute the integrals in these non-zero entries

we use a numerical Gaussian quadrature scheme of order three(cf. [SW92]). Obviously, the

common mass matrixM and stiffness matrixL are just special cases of the generalized ones,

i.e.M := M [1] andL := L[1].

The variations in Equation 3.10 and 3.11 are linear with respect to the unknownswR and

vR respectively. In each iteration of the Estimation-Minimization procedure, the zero-crossings

are simply calculated by solving the corresponding linear systems. Replacing the continuous

functionsuR andwR with their FE approximationsUR(x) =
∑n

i=1

−→
UR

i ϕi(x) andWR(x) =
∑n

i=1

−−→
WR

i ϕi(x) and considering basis functionsϕi andϕj of the FE space as test functions, the

equation for zero crossings (see Equation 3.10) is equivalent to:

α
n∑

i=1

n∑

j=1

−−→
WR

i

∫

Ω

ϕi(x)ϕj(x) dx

+ β

n∑

i=1

n∑

j=1

−−→
WR

i

∫

Ω

(vR(x))2∇ϕi(x) · ∇ϕj(x) dx

+ µ
n∑

i=1

n∑

j=1

−−→
WR

i

∫

Ω

(vT ◦φ)2(x)∇ϕi(x) · ∇ϕj(x) dx

= α

n∑

i=1

n∑

j=1

UR
i

∫

Ω

ϕi(x)ϕj(x) dx

(3.15)

Using the notations of generalized mass (3.13) and stiffness matrices (3.14), Equation 3.15 can

be rewritten as

(
αM + βL

[
(vR)2

]
+ µL

[
(vT ◦ φ)2

])−−→
WR = αM

−→
UR. (3.16)

Similarly Equation 3.11 leads to

(
µM

[
‖∇wT ◦ψ−1‖2| det J(ψ)|−1]

+βM
[∥∥∇wR

∥∥2
]

+
ν

4ǫ
M + νǫL

)−→
V R =

ν

4ǫ
M
−→
1 .

(3.17)

Here
−→
1 denotes the one-vector, i.e.(1, · · · , 1)T . Analogously, we get the linear systems for

−−→
W T

and
−→
V T :

(
αM + βL

[
(vT )2

]
+ µL

[
(vR ◦ψ)2

])−−→
W T = αM

−→
UT . (3.18)
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(
µM

[
‖∇wR ◦ φ−1‖2| det J(φ)|−1]

+βM
[∥∥∇wT

∥∥2
]

+
ν

4ǫ
M + νǫL

)−→
V T =

ν

4ǫ
M
−→
1 .

(3.19)

The linear equation systems 3.16 - 3.19 are solved with a preconditioned Conjugate-Gradient

(CG) method. For the theory of CG method, we refer to [HS52].

3.3.4 Solution of the Nonlinear part

Equation 3.12 shows that the variation of energy is nonlinear with respect to one of the trans-

formations. Thus, the unknown transformation cannot be estimated by solving a linear system.

Instead we employ a regularized gradient descent method to iteratively find the zero-crossing:

Φ
(k+1)

= Φ
(k) − τ (k) · grad̟σ

Φ
E[Φ

(k)
], (3.20)

where grad̟σ

Φ
E[Φ

(k)
] is the regularized gradient with respect to the unknownΦ and a metric̟ σ,

andτ (k) is the step size. In the following, we introduce the computation of grad̟σ

Φ
E[Φ

(k)
] and

the estimation ofτk.

Regularized Gradient flow -grad̟σ

Φ
E[Φ

(k)
]

Optimization of the functional is usually updated in the direction of the gradient descent. How-

ever, due to the highly complex functional, the common gradient descent could be easily trapped

by the large amount of local minima in practice. For this reason, the gradient flow is regularized

in the sense that the target minimum can be reached by a smoothpath from the initial guess,

while irrelevant local minima are ruled out by a regularizedmetric.

Various regularized metric used for image registration have been summarized in [CHR02,

Dro05]. In this work we choose the Helmholtz type operatorA = 11−σ2

2
△ for σ ∈ R

+. The

metric representingA is

̟σ(Φ1, Φ2) = (Φ1, Φ2)L2 +
σ2

2
(JΦ1, JΦ2)L2.

Here(·, ·)L2 denotes the intrinsic scalar product ofL2. This regularized gradient combined with

the time discretization is closely related to the iterativeTikhonov regularization, which leads

to smooth paths from the initial deformations towards the set of minimizers of the matching
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energy. For theoretical details we refer to [SW00, CHR02, CDR02]. In our implementation, the

regularized gradientgrad̟σ

Φ
E[Φ

(k)
] is computed in two steps:

1. Compute the variation

∂ΦE[Φ
(k)

] =
〈
∂ΦESYM[Φ

(k)
], ζ
〉

according to Equation 3.12, where the integrals are computed with a Gaussian quadrature

scheme of order three and the test functions are the canonical basis functions ofVd, see

Section 3.1.3.

2. The representation of the metric in FE-terms is

̟σ(Φ1, Φ2) =
(
Mbl. +

σ2

2
Lbl.

)−→
Φ1 ·
−→
Φ2

which leads to

grad̟σ

Φ
E[Φ

(k)
] =

(
Mbl. +

σ2

2
Lbl.

)−1 (
∂−→

Φi
E[Φ

(k)
]
)

i
.

HereMbl. andLbl. denoted×d block matrices with the standard mass and stiffness matri-

ces respectively on the diagonal positions, and zero matrices on the off diagonal positions.

We useσ =
√

10h, whereh is the mesh resolution. The solution of the linear system is

computed by a singleV -cycle of a multigrid solver.

At this point, we see that the principle difference to “classical” gradient descent methods is that

the regularized method does not use the primitive variationbut a regularized (smoothed) one as

descent direction.

Armijo-rule - τ (k)

The step size of the gradient flow is determined by the Armijo-rule [Kos91], choosing the largest

τ (k) such that energy is minimized in a successive reduction rule.

The natural way in the Estimation-Minimization procedure is to estimate the step size for

each transformation individually, i.e. estimateτΦ for the transformationΦ then estimateτΨ for

Ψ . However, ifτΦ andτΨ are estimated sequentially in each iteration, the consistency functional

in Equation 3.7 preventsτΦ and τΨ from being large, because large individual step sizes will

largely increase the consistency functional. Consequently, the regularized gradient descent re-

quires a large number of iterations to approach the minimum.In order to solve this problem, we
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simultaneously estimate both transformations and computeone step size for both of them:

[
Φ

(k+1)

Ψ
(k+1)

]
=

[
Φ

(k)

Ψ
(k)

]
− τ (k)

[
grad̟σ

Φ
E[Φ

(k)
, Ψ

(k)
]

grad̟σ

Ψ
E[Φ

(k)
, Ψ

(k)
]

]
. (3.21)

SinceΦ andΨ are updated at the same time, the consistency energy does notpenalize a large

step sizeτ (k) any more.

Let Θ := [Φ, Ψ ]T , gradE[Θ] := [grad̟σ

Φ
E, grad̟σ

Ψ
E]T andE

′

[Θ] := [E
′

[Φ], E
′

[Ψ ]]T . We

define the condition for the Successive Reduction Rule (SRR)as:

EREG[Θ(k) − τ (k) · gradE[Θ(k)]]−EREG[Θ
(k)]

〈E ′ [Θ(k)], gradE[Θ(k)]〉 >
1

4
.

The step sizeτ (k) is estimated as in Algorithm 4. The regularization of the gradient and the

Algorithm 4 Adaptive Step Size Estimation

Initialize τ (k) from previous iteration:
if k = 0 then τ (k) = 1.0
else τ (k) = τ (k−1)

Find the largestτ (k) fulfilling SSR:
if SSR succeedsthen

do τ (k) = 2τ (k) until SSR fails
else

do τ (k) = 0.5τ (k) until SSR succeeds
end if

adaptive estimation of the step size allow the regularized gradient descent method to perform

more efficiently than the classical ones. In most cases we usefive gradient descent steps to

estimate the transformations in each iteration of the Estimation-Minimization procedure.

3.3.5 Multi-scale Algorithm

In order to avoid being trapped in local minima, the algorithm employs a spatial multi-scale

scheme, in which global structures are segmented and matched before local ones.

The image domainΩ := [0, 1]d is discretized by a rectangular meshCm, which has2m + 1

equidistant nodes in each axis, thusn := (2m +1)d nodes total.m is called the level of the mesh.

A discrete function on the meshCm can also be called a function on levelm. Figures 3.5(a)

and 3.5(b) show a 2-D example of two nested meshesC1 andC2, in which the feature represen-
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(a) C1 (b) C2

Figure 3.5: A simple 2-D example of nested mesh hierarchy. The nodes of the coarse meshC1
are a subset of the nodes of the fine meshC2. The prolongation of a function from the meshC1
to the meshC2 only requires the interpolation of the function values on the new nodes.

tations{wR, vR, wT , vT} and the transformations{φ,ψ} are first computed on the coarse mesh

C1. Then the results are prolongated to the next higher level onthe finer meshC2.
Although such a nested mesh hierarchy is not natural for finite difference methods, where

commonly discrete images with2m voxels in each axis are used, it is common for the canonical

hierarchy in the Finite Element context. This way the prolongation from one level to the next

higher level is very convenient. LetNm denote the set of nodes of them-th mesh, as shown in

Figure 3.5(a) and 3.5(b). The nested mesh hierarchy ensuresNm−1 ⊂ Nm. During prolongation

from levelm− 1 tom the function values stay the same on the nodes inNm−1 and the function

values on the nodes inNm \ Nm−1 are determined by multi-linear interpolation from the values

on the neighboring nodes inNm−1. The entire multi-scale implementation is summarized in

Algorithm 5.

3.4 Experiments

In this section, we will study the parameter setting of the method and illustrate the effects of

different parameters by the registration of two MR images.

Two MR volumes are acquired from the same individual and withthe same machine but

with the different scan parameters (T1/T2). The original T1weighted MR (reference image

R) and T2 weighted MR (template imageT ) volumes are already nearly perfectly matched to

each other. In order to demonstrate the effect of registration, the T2 weighted MR is artificially
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Algorithm 5 One-to-one Edge based Registraiton Algorithm
given imagesuR anduT .
given starting levelm0 and ending levelm1.
given number of iterations on each levelNm.
initialize [wR, wT , vR, vT ] with 0.
intialize [φ,ψ] with 11.
for m = m0 to m1 do

for k = 1 to Nm do
updateW R by Equation 3.16
updateV R by Equation 3.17
updateW T by Equation 3.18
updateV T by Equation 3.19
update[Φ,Ψ ] with 5 regularized gradient descent steps by Equation 3.21

end for
if m 6= m1 then

prolongation[W R, V R,W T , V T , Φ, Ψ ] from levelm to m + 1
end if

end for

deformed by a given elastic transformation. We specify the displacement vectors on eight points

and computed the displacement vectors in the remaining partof the data using thin-plate spline

interpolation. Both of the given volumes are of size512×512×101 and have been resampled to

129× 129× 129 pixels to comply with the mesh hierarchy presented before. We performed 18

experiments with different parameter settings. For each experiment 10 iterations were run on the

129 × 129 × 129 mesh. It took approximately two hours for the C++ implemented program to

run an experiment on a standard PC with Intel Pentium 4 processor with 2.26 GHz and 2.0 GB

RAM. It is expected that the computation time will decrease significantly by further optimization

of the code. Although these parameters are only tested for registration of T1- and T2-weighted

MR, they can also be used to determine the parameters for edgematching of the other modalities.

Experiments A1-A4 demonstrate how the parametersβ, µ andλ balance edge detection and

edge matching in the algorithm. The other parameters are fixed atα = 2550, ν = 0.1, κ = 100,

ǫ = 0.01. In this example, we denote the phase field functions of T1- and T2-weighted MR

volumes asv1 andv2 respectively. Figure 3.6 shows how the two phase field functions varied

in a local region with different parameters. In experimentsA1-A3, the very large regulariza-

tion weighting parameterλ (= 1000) prevents the algorithm from matching the edge features of

the two images. Without consideration of the edge matching,the detection of edge features is

controlled by the ratio between the auto-coupling weighting parameterβ and the cross-coupling

weighting parameterµ. In experiment A1, sinceβ is much larger thanµ, the auto-coupling
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functionalEAC has more influence than the cross-coupling functionalECC. The resulting phase

field functions are more likely to describe its own edge feature. Experiment A2 is exactly the

opposite case of A1. With smallβ and largeµ the phase field function is more likely to represent

the edge features of its counterpart. Namely,v1 shows the edge features of image T2 andv2

shows the edge features of image T1. The parametersβ andµ need to be customized to spe-

cific applications. A general principle:β andµ need to be set in such a way that the resulting

phase field functionsv1 andv2 clearly describe the edge features of both images, as shown in

experiment A3. For the T1-/T2-MR data in this experiment, itis reasonable to setβ andµ equal.

However, when the intensity patterns of images are largely different, like in neurosurgery pho-

tographs and the brain MR projection in Section 4.3, it is necessary to choose the parametersβ

andµ differently. In experiment A4, we activate the edge matching through a relatively small

regularization weighting parameterλ (= 10). Each phase field function describes not only its

own edge features, but also the transformed edge features ofthe other image. From Figure 3.6,

one can observe that the phase field functions are merged withrespect to experiment A3.

Experiments B1-B7 and C1-C7 were used to study the setting ofthe parametersλ andκ.

We measured the cross-coupling costCCC, regularization costCREG and consistency costCCON

for each experiment. The values of these costs are shown in Table 3.1 and 3.2 and have been

scaled by 10000 for presentation purposes. The minimum and the inverse of the maximum of the

determinant of the Jacobians of the forward and reverse transformations are computed to measure

the degree of preservation of the topology. If a transformation is regular, these determinants

should be close to 1.

Experiments B1-B7 demonstrate the effect of the regularization functional as the weight

parameterλ is varied. In experiments B1 and B2, there are minor regularization constraints.

A negative Jacobian of the transformations appeared. This means that the estimated trans-

formation failed to preserve the topology of the images. Asλ increases, the regularization

constraints improve the transformations because the minimum Jacobian and the inverse of the

maximum Jacobian are far from being singular. Experiments C1-C7 demonstrate the effect

of the consistency functional as the weight parameterκ varies. In experiment C1, the consis-

tency functionalECON has no influence on the registration. The forward and reversetransfor-

mations are relatively independently estimated. The inconsistency of the two transformations

are confirmed by the relatively large cost of the consistencyfunctional. Asκ increases, the

cost of the consistency functional approaches zero. This means that one transformation is more

likely to be the inverse function of the other one. Note that the cost of cross-coupling func-

tional increases when the consistency constraints and regularization constraints become strong,
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Table 3.1: Study of the weight of the regularization functionalEREG

Exp. λ CCC CREG CCON det Jφ det Jψ
For Rev For Rev For Rev 1/max min 1/max min

B1 0.01 1982 2939 780.9 128.5 3.700 3.667 0.4736 −0.057 0.6933 0.4197
B2 0.1 2221 2944 517.3 94.27 2.965 2.940 0.5671 0.088 0.7617 0.5195
B3 1 2709 2971 181.2 59.70 2.032 2.029 0.7348 0.4737 0.7358 0.4899
B4 5 3120 3050 44.24 27.27 1.149 1.146 0.8738 0.7296 0.8518 0.7464
B5 10 3328 3165 20.02 11.00 0.9419 0.9415 0.9253 0.8209 0.9070 0.8706
B6 20 3517 3243 6.180 3.031 0.7674 0.7699 0.9403 0.9000 0.9479 0.9301
B7 50 3550 3314 1.053 0.5344 0.1792 0.1833 0.9832 0.9599 0.9802 0.9724

CCC: Cross-coupling functional,CREG: Regularization functional,
CCON: Consistency functional. The other weight parameters were
set as follows:α = 2550, β = 1, ν = 0.1, µ = 0.5, κ = 100.

which indicates a worse matching of edge features between the two images. The optimal pa-

rameters should be chosen so as to achieve optimal feature matching, least amount of topo-

logical distortion and acceptable inconsistency of the transformations. According to our expe-

rience, it is safe to roughly fix five of the parameters in most 2-D and 3-D applications, i.e.

λ = 10, κ = 100, α = 2550, ν = 0.1 ∼ 1, ǫ = 0.01 usually achieves good results.

3.5 Summary

This new edge matching method simultaneously performs the following three tasks: detecting

the edge features from two images, computing two dense warping functions in both forward and

reverse directions to match the detected features, and constraining each dense warping function

to be the inverse of the other. An adaptive regularized gradient descent, in the framework of

multi-resolution Finite Element approximation, enables the algorithm to efficiently find the pair

of dense transformations.

Although the idea of simultaneous edge detection and edge matching has been successfully

applied on various applications of medical image analysis (see Chapter 4), it is still very difficult

to register functional and morphological imaging modalities, which is one of the most challeng-

ing multi-modal registration problems. Actually, it is very difficult to define the so-called edge

feature among the functional images (e.g SPECT, PET). Theseimaging modalities record the
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Table 3.2: Study of the weight of consistency functionalECON

Exp. κ CCC CREG CCON det Jφ det Jψ
For Rev For Rev For Rev 1/max min 1/max min

C1 0 3044 3121 28.85 41.87 3.054 3.047 0.8824 0.7507 0.8475 0.7950
C2 50 3072 3137 27.19 45.13 0.7922 0.7891 0.8782 0.7251 0.8548 0.8136
C3 100 3088 3157 27.24 42.26 0.3255 0.3249 0.8751 0.7495 0.8569 0.8230
C4 200 3236 3115 32.69 25.19 0.1720 0.1720 0.8996 0.8032 0.8624 0.8246
C5 300 3279 3154 27.72 17.06 0.1430 0.1426 0.9061 0.8046 0.8971 0.8824
C6 400 3291 3169 26.82 17.50 0.1118 0.1165 0.9079 0.8086 0.8977 0.8758
C7 500 3334 3182 24.74 32.82 0.0803 0.0803 0.9115 0.8170 0.9917 0.8794

CCC: Cross-coupling functional,CREG: Regularization functional,
CCON: Consistency functional. The other weight parameters were
set as follows:α = 2550, β = 1, ν = 0.1, µ = 0.5, λ = 10.

accumulation of signals during acquisition time (typically more than 30 minutes) and the result

is a kind of “average” image of functional activities of organs. Therefore, the borders between

organs are blurry and edge features are hard to be located. The other drawback of this method

is the difficulty of finding appropriate parameter settings for different applications, where seven

constant parameters (α, β, γ, ǫ, κ, µ, ν) should be determined in an ad-hoc way. Although in the

last section the study gives a good guideline to find an approximative parameter setting, it is still

a tedious task in practice to find the optimal one for various registration applications.

53



T1 T2

A1

β = 7.92

µ = 0.08

λ = 1000

A2

β = 0.08

µ = 7.92

λ = 1000

A3

β = 4

µ = 4

λ = 1000

A4

β = 4

µ = 4

λ = 10

v1 v2

Figure 3.6: Experiments A1-A4 show the influence of the parametersβ, µ andλ on the phase
field functions. In experiments A1-A3, the very largeλ disables the edge matching functionality
and allows only edge detections. Furthermore, the ratio betweenβ andµ determines whether
the phase-fields represent edge features of its own image or the features of its counterpart. In
experiment A4 edge matching as well as edge detection are enabled. Note that edge matching
merged the phase-fields of both sides compared to experimentA3.
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Chapter 4

Applications of One-to-one Edge based

Registration

4.1 Registration of Inter-subject MR Datasets

In the following two experiments we use the one-to-one edge matching method to solve the inter-

object mono-modal registration problem: registering two MR data sets (MR-to-MR) and two CT

data sets (CT-to-CT). The two MR data show healthy brains of two individuals. The two CT data

show two other patients, one normal and one abnormal. The data sets are collected by the same

MR and CT scanners with the same scanning parameters. The MR data sets are preprocessed by

segmenting the brain from the head using MRIcro1.

The original sizes of the two CT data sets were512× 512× 58 and512× 512× 61 while the

two MR data sets were256×256×160 and256×256×170. All of them have been resampled into

a257× 257× 257 voxel lattice with the same resolution in all three directions. The experiments

were performed with the previously described multi-scale scheme, with 10 iterations for each of

the levels:33×33×33, 65×65×65, 129×129×129 and257×257×257. It took approximately

1 minute,10 minutes,90 minutes and5 hours respectively for each level. The parameters of the

algorithm were set as follows:α = 2550, β = 1, ν = 0.1, µ = 1, λ = 10, κ = 100, ǫ = 0.01.

The matching results of the data sets are visualized by a pattern of “interlace-stripe”, show-

ing the two data sets in turns within a single volume. For the MR-to-MR registration, sub-

figures 4.1(a) and 4.1(c) show the interlace-stripe volumesof the original data setsR andT ,

while sub-figures 4.1(b) and 4.1(d) show the interlace-striped volumes of registered data sets in

forward and reverse directions. For the CT-to-CT registration in Figures 4.2(a)-4.2(d), the layout

1http://www.sph.sc.edu/comd/rorden/mricro.html
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of sub-figures is same.

By visual inspection, the algorithm of one-to-one edge matching successfully registers MR-

to-MR and CT-to-CT volume data sets of different individuals in both directions. Figures 4.1(a)-

4.1(d) show precise alignments of the edges such as the brain’s volume shape, hemispheric gap

and ventricular system for inter-object MR-to-MR registration. In the inter-object CT-to-CT

registration the main interest is to obtain the fitting shapeof the bone. In Figures 4.2(a)-4.2(d)

axial cuts of the 3-D CT data set are shown. Figures 4.3(a) and4.3(c) shows that the initial

mismatch of the data sets, visible by the discontinued bone edges in the top row, is dissolved

with the computed transformation, as is evident from the continuous bone edges in Figures 4.3(b)

and 4.3(d).

4.2 Registration of Multi-modal Retinal Images

A concurrent representation of the optic nerve head and the neuroretinal rim in various retina im-

age modalities is significant for a definite diagnosis of glaucoma. Several modalities of retina im-

ages have been used in the ophthalmic clinic: the reflection-free photographs with an electronic

flash illumination and the depth/reflectance retina images acquired by scanning-laser-tomograph.

By acquisition, the depth and reflectance images normally have been perfectly matched to each

other. Thus, the task of this application is the registration of multi-modal retina images, i.e.

to match the reflectance and depth images with the photograph. For the registration of mono-

modal retina images we refer to [CSRT02a, CSRT02b]. Figures4.4(a)-4.4(c) show an example

of multi-modal retina images of the same patient. In a recentpaper [KJ04], an affine trans-

formation model and an extended mutual information similarity are applied for registration of

bi-modal retina images. However, as shown in Figures 4.5(a)and 4.5(d), this method (using the

software described in [KJ04]) still cannot recover the minor deviations in the domain of vessels

and neuroretinal rims. In this experiment we employ our one-to-one edge matching algorithm as

a post-registration to compensate such small deviations offine vessels.

The images are pre-processed in the following way: first extracting the green channel of the

photograph as the input for the registration. Then the photograph is affinely pre-registering to

reflectance and depth images using the automatic software described in [KJ04]. In the last step,

the pre-registered images are sampled in a mesh of257 × 257. The algorithm is run for 10

iterations in three levels, which takes less than three minutes altogether. The parameters of the

algorithm are set as follows:α = 2550, β = 1, ν = 0.1, µ = 0.5, λ = 10, κ = 100, ǫ = 0.01.

From Figures 4.5(a)-4.5(f), one can observe that most minordeviations in the domain of vessels
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(a) uR‖uT : Interlace-stripe volume of be-
tween original data-setsR andT .

(b) uR‖uT ◦ φ: Interlace-stripe volume
of transformedT and originalR.

(c) uT ‖uR: Interlace-stripe volume of be-
tween original data-setsT andR.

(d) uT ‖uR ◦ψ: Interlace-stripe volume
of transformedR and originalT .

Figure 4.1: Inter-object MR-to-MR registration using one-to-one edge matching. The sub-figures
(a) and (c) show the interlace-stripe volumes of the original data setsR andT , while the sub-
figures (b) and (d) show the interlace-striped volumes of registered data sets in forward and
reverse directions.
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(a) uR‖uT : Interlace-stripe volume of be-
tween original data-setsR andT .

(b) uR‖uT ◦ φ: Interlace-stripe volume
of transformedT and originalR.

(c) uT ‖uR: Interlace-stripe volume of be-
tween original data-setsT andR.

(d) uT ‖uR ◦ψ: Interlace-stripe volume
of transformedR and originalT .

Figure 4.2: Inter-object CT-to-CT registration using one-to-one edge matching. The sub-figures
(a) and (c) show the interlace-stripe volumes of the original data setsR andT , while the sub-
figures (b) and (d) show the interlace-striped volumes of registered data sets in forward and
reverse directions.
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(a) uR‖uT : Interlace-stripe skulls of be-
tween original data-setsR andT .

(b) uR‖uT ◦ φ: Interlace-stripe skulls of
transformedT and originalR.

(c) uT ‖uR: Interlace-stripe skulls of be-
tween original data-setsT andR.

(d) uT‖uR ◦ψ: Interlace-stripe skulls of
transformedR and originalT .

Figure 4.3: The matching of skulls in CT-to-CT registration. (a) and (c): Interlace-stripe volumes
of skulls of original data sets. (b) and (d): Interlace-stripe volumes of matched skulls.
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(a) Photograph (b) Depth image (c) Reflectance image

Figure 4.4: Multi-modal retina images of the same patient.

are compensated by the computed non-rigid transformations. Note that in this example with fine

elongated structures, different from more volumetric image structures in the other applications,

an affine pre-registration is used to compensate the large initial mismatch and to avoid getting

stuck in a local minimum.

4.3 Matching Photographs of Neurosurgery to MRI Volume

In neocortical epilepsy surgery, the tumor may be located adjacent to, or partly within, the so-

called eloquent (functionally very relevant) cortical brain regions. For a safe neurosurgical plan-

ning, the physician needs to map the appearance of the exposed brain to the underlying function-

ality. Usually, an electrode is placed on the surface of the brain in the first operation for electro-

physiological examination of the underlying brain functionalities, then the photograph within the

tested anatomical boundaries is colored according to the function of electrode contacts. On the

other hand, the pre-operative 3-D MR data set contains the information of the underlying tumor

and healthy tissue as well. In the second procedure, the registered photograph and MRI volume

are used together to perform the cutting without touching eloquent areas. Currently, a neocorti-

cal expert needs to manually rotate the 3-D MR to find the best 2-D projection matching to the

photographs. However, due to the different acquisitions and the brain shift during surgery, the

photograph and MR projection cannot be accurately aligned.In this experiment, we make use of

our one-to-one edge matching algorithm to refine the matching between a 2-D digital photograph

of epilepsy surgery to the projection of 3-D MR data of the same patient.

The digital photographs of the exposed cortex are taken witha handheld Agfa e1280 digital

camera (Agfa, Cologne, Germany) from the common perspective of the neurosurgeon’s view.

The high-resolution 3-D data set is acquired according to the T1-weighted MR imaging proto-
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(a) Original photograph and depth
image.

(b) Registered photograph and orig-
inal depth image.

(c) Registered depth image and
original photograph.

(d) Original photograph and re-
flectance image.

(e) Registered photograph and orig-
inal reflectance image.

(f) Registered reflectance image and
original photograph.

Figure 4.5: The example of post-registration of bi-modal retina images using one-to-one edge
matching. The photograph is registered with the depth image(b)-(c) and the reflectance image
(e)-(f). A registration method published in [KJ04] for bi-modal retina images cannot fully recover
the minor deviations of fine structures in (a) and (d). The forward and reverse transformations
estimated by the one-to-one edge matching successfully remove such minor mismatching.

col (TR 20, TE 3.6, flip angle30◦, 150 slices, slice thickness 1mm) using 1.5 Tesla Gyroscan

ACS-NT scanner (Philips Medical Systems). The brain is automatically extracted from the MRI

volume using the SISCOM module of the Analyze software (MayoFoundation, Rochester, MN).

For both the photograph and the MR projection, the regions ofinterest are manually selected by

a physician.

Figures 4.6(a)-4.6(d) show the input images, preprocessedimages, interlace-stripe registered

and unregistered images. In Figure 4.6(a), the digital photograph shows the exposed left hemi-

sphere from an intraoperative viewpoint, the frontal lobe on the upper left, the parietal lobe on the

upper right and parts of the temporal lobe on the bottom. The surface with the gyri and sulci and
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the overlying vessels are clearly visible. Alongside, Figure 4.6(b) displays the left-sided view

of the rendered MR volume in the corresponding parts. Comparing Figures 4.6(a) and 4.6(b),

one can notice that the undesired surface vessels and reflectance flash are strongly presented

in the digital photograph, while the MR projection images clearly display the desired edge fea-

tures. The photographic image and the projection image werepreprocessed by appropriate GIMP

filter chains for edge enhancement. The preprocessed imagesare displayed in Figures 4.6(c)

and 4.6(d), respectively. Both images were resampled to2049 × 2049 pixels. The algorithm

was run from level 3 to level 11. We note that the values of the parametersβ andµ are quite

different from the other examples. The reason is that the image modalities of the photograph and

the MR projection differ largely from each other. The two parameters are set toβ = 100 and

µ = 0.1, so that both phase field functions clearly represent the edge features on the brain and

have comparable influence on the registration. In Figures 4.7(a) and 4.7(c), the interlace-stripe

images illustrate the mismatch of photograph and MR projection. Figures 4.7(b) and 4.7(d) show

that the method greatly refines the matching of the desired edge features. Especially the brain

sulci and gyri, which are significant for neurosurgery, are nearly perfectly aligned to each other.

We have implemented a mutual information algorithm in the same Finite Element framework

(including the step sized controlled, regularized, multi-scale descent) for a comparison. Overall,

our method gives comparable results in most cases, especially when dealing with coarse struc-

tures. However, in this example that contains a large numberof fine structures, the edge based

matching gives better alignment. The zoom views of local regions in Figures 4.8(a)-4.8(d) show

that the edge-matching method can achieve a better alignment of fine structures than the mutual

information based registration.

4.4 Motion Compensation for Frame Interpolation

Temporal interpolation of video frames in order to increasethe frame rate requires the estimation

of a motion field (transformation). Then pixels in the intermediate frame are interpolated along

the path of the motion vector. In this section, we give a proofof concept that the one-to-one

edge matching method can be used for this application. For a review of the frame interpolation

method, we refer to [KWM99, KBS04].

We perform our test on the Susie sequence2 and interpolate frame 58 in Figures 4.9(a)-4.9(f).

We use a257×257 cropped version for the experiment. Frames 57, 58 and 59 are denoted asF57,

F58 andF59 respectively. The forward transformationφ : F57 → F59 and reverse transformation

2Susie sequence from http://image.cse.nsysu.edu.tw/testimage/sequence/gray/susie.rar
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(a) The original photograph of the ex-
posed left hemisphere from an intraoper-
ative view point.

(b) A section of the projection of the MR
volume, whose orientation is specified by
physicians.

(c) Preprocessed photograph. (d) Preprocessed MR projection.

Figure 4.6: A neurosurgery photograph of a section of the brain and its MR projection. All the
sub-figures only display the region of interest: the exposedcortex. Image (a) and (b) are courtesy
of Dr. J. Scorzin (Department of Neurosurgery, Bonn University Hospital).

ψ : F59 → F57 are estimated by the one-to-one edge matching with the parameter setting:

α = 2550, β = 1, ν = 0.1, µ = 1, λ = 10, κ = 100, ǫ = 0.01. Frame 58 is interpolated as:F58 =

0.5× (F57 ◦ 0.5φ+ F59 ◦ 0.5ψ). It is compared with a standard block matching algorithm using

an adaptive rood pattern search [NM02],16 × 16 blocks and a search range of[−16, 16] in

the horizontal and vertical directions. The experimental results show that the block matching

algorithm produces blocky and noisy motion fields, while theone-to-one edge matching based

motion estimation gives an excellent visual quality of frame interpolation.
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(a) Interlace-strip of unregistered photo-
graph and MR projection

(b) Interlace-strip of registered MR pro-
jection and original photograph.

(c) Interlace-strip of unregistered MR
projection and photograph

(d) Interlace-strip of registered photo-
graph and original MR projection.

Figure 4.7: (a) and (c) are interlace-stripe image of unregistered image. It illustrate the mismatch
of photograph and MR projection. (b) and (d) are interlace-stripe image of registered image.
They show that the method greatly refines the matching of the desired edge features. Especially
the brain sulci and gyri, which are significant for neurosurgery, are nearly perfectly aligned to
each other.
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One-to-one edge based registration Mutual information based registration

(a) Zoom view 1 (b) Zoom view 1

(c) Zoom view 2 (d) Zoom view 2

Figure 4.8: Comparison of one-to-one edge matching (a) and (c), and the mutual information
based matching (b) and (d). The two algorithms are implemented in a same Finite Element
framework including the step size controlled, regularizedmulti-scale descent. The first row
shows how the pre-processed images are registered by the twomethods. The zoomed views
of local regions in the registered images show that one-to-one edge matching performs a better
registration of fine structures.
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(a) Frame 57 (b) Frame 58 (c) Frame 59

(d) Averaging interpolation (e) One-to-one edge based registra-
tion

(f) Standard block matching

Figure 4.9: Top: Original frame 57, 58 and 59 of Susie sequence. Bottom: the interpolated frame
58 using simply averaging, one-to-one edge matching motionestimation and standard block
matching motion estimation. The experiment shows that one-to-one edge registration based mo-
tion estimation gives an excellent visual quality of frame interpolation, respect to the other two
methods.
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Part III

Segmentation based Validation for

SPECT/CT Hybrid Imaging
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Chapter 5

Accuracy Evaluation of SPECT/CT

Imaging

5.1 Fusion of SPECT and CT

Hybrid scanners, which enable the performance of Single Photon Emission Computed Tomog-

raphy (SPECT) and X-ray Computed Tomography (CT) in one imaging session, have been one

of the greatest advancement in the field of medical imaging inthe last decade. See the exam-

ple in Figures 5.1(a)-5.1(c). The coupling of SPECT and CT has been proved to have con-

siderable diagnostic potential. It offers physicians the opportunity to acquire spatially corre-

lated physiological and morphological information in a single session. These hybrid systems

have greatly improved the diagnostic accuracy and have therefore been widely accepted clini-

cally [HR06, RNU+06, USM+06, SRCG04, KO07, KRH07, SLRG07, BAO06].

(a) CT (b) SPECT (c) SPECT/CT

Figure 5.1: Combining SPECT/CT imaging. Image source: nuclear medicine department of
university of Erlangen.

With respect to traditional SPECT imaging, the largest contribution of hybrid SPECT/CT
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Figure 5.2: Siemens Symbia SPECT/CT system combines variable angle dual detector SPECT
with 6-slice CT and allows accurate CT based attenuation correction. The graphics courtesy of
Prof. T. Kuwert from nuclear medicine department of university of Erlangen.

imaging is that the metabolism activities of patients are not only clearly visualized but also

correctly mapped to the anatomical position. “Historically, nuclear medicine has focused on

radiopharmaceuticals trapped in organ structures and the presence of disease hallmarked by the

absence of activity. A conventional nuclear medical exam isusually followed with additional

procedures, like a biopsy, to determine the particular disease process.” explains David Rollo,

chief medical officer of Philips Medical Systems. Today, hybrid imaging allows newly developed

SPECT tracers to be target-specific, concentrating in the designated tissues or organs. Therefore

the physicians can observe the particular disease processes more precisely.

Moreover, hybrid imaging eases the correction of attenuation effects of SPECT imaging,

using anatomic maps derived from CT. The measurement principle of SPECT shows that atten-

uation of SPECT is the loss of these useful photons, either byphotoelectric absorption or by

scattering in an angle sufficiently large that they can no longer be detected. Assuming pointA

and pointB are respectively close to and far away from the surface. These two points have the

same degree of radioactivity. Due to the attenuation effect, the detection of activity from point

A is easier than from pointB and in the reconstructed image the pixel intensity ofA is higher

than of pointB. In order to eliminate this attenuation artifact, tissue density maps (distribu-

tion of attenuation coefficient) have to be taken into account. On stand-alone SPECT scanners,

transmission scans are often performed to determine them. On hybrid scanners, the attenua-

tion coefficients can be computed directly from the CT data (Hounsefield units), according to a
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CT SPECT SPECT/CT

Figure 5.3: Two examples of mismatching of hybrid scanners.The yellow arrows point to the
lesions in CT and blue arrows point to the corresponding hot spot in SPECT. Upper row: Coronal
views of somatostatin receptor SPECT and CT in a patient witha neuroendocrine carcinoma
(NEC). Lower row: Transversal views of somatostatin receptor SPECT and CT in another NEC
patient.

general model developed in [BSDSZ03].

5.2 Evaluation of Accuracy

However, combined SPECT/CT imaging is still far from being perfect. A major problem is that

SPECT and CT scanning cannot be performed at the same time, although they are done within

one examination. For example, the Siemens Symbia SPECT/CT system in Figure 5.2, combining

a dual-detector variable angle gamma camera with a spiral CTscanner, requires about one hour

for the SPECT exam and only a few seconds for the CT exam of a lung region. It seems that

the CT scanner takes a “snapshot” of the objects while the SPECT image accumulatively records

a blurry “averaging” functional information. Between the acquisition of the CT and SPECT,

the respiratory or cardiac motion as well as patient movements result in the mis-registration of

hybrid imaging. The misalignment artifact does not only deteriorate the imaging quality, but also

negatively influences the diagnoses based on the SPECT/CT. Figure 5.3 shows two examples of

misalignment between CT and SPECT datasets.

Evaluating the anatomical accuracy of image fusion inherent to these systems remains a

challenge. Phantom studies are not suitable for the validation of the hybrid scanners because

it is technically difficult to simulate such complicated deformations. Due to our knowledge,
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Table 5.1: Segmentation algorithms for two validation markers of SPECT/CT imaging

kidneys mal-functional hot spots

CT Active Shape Model [CTCG95,
HWWM05]

Random Walk Segmentation [Gra06]

SPECT Shape Template Matching Localized Maximally Stable Extremal
Regions [MCUP02]

the anatomical accuracy of SPECT/CT scanners has not been sufficiently validated. In a recent

study [NWD+06], the accuracy of a SPECT/CT system has been preliminarily evaluated by

measuring the distance between the centers of gravity of corresponding lesions in two modalities.

However, reproducibility and accuracy of the validation method were not guaranteed, since the

centers of gravity were interactively selected by the users.

The next two chapters present more reliable and more accurate methods for evaluating the

fusion quality of SPECT/CT hybrid scanners with minimum user interaction. The basic idea is to

segment the corresponding objects in both modalities and then measure the distance between the

centers of gravity of the segmented objects. This distance measurement quantitatively describes

the fusion quality of SPECT/CT datasets. A small distance between two centers of gravity indi-

cates a high accuracy fusion. Actually, such kinds of distance measurements have been used to

compare various registration techniques in several clinical studies. Compared to previous studies,

the work reported in this chapter makes the following three major contributions:

• Two kinds of anatomical objects have been selected as evaluation markers for two different

examining regions, i.e. hot spots for the neck region and kidneys for the abdominal region.

• Four different full- or semi-automatic segmentation methods have been found as well as

adapted, in order to correctly extract hot spots and kidneysin both modalities, respectively.

The selected segmentation algorithms are listed in Table 5.1.

• The proposed evaluation methods have been validated using real clinical datasets and the

accuracy and reproducibility of the measurements have beenproven by the experiments.

The validation tool has been successfully integrated into acommercial software application

for medical image analysis (InSpace, Siemens Medical Solutions).
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Chapter 6

Evaluation using Hot Spots

In this chapter we will introduce the accuracy validation ofSPECT/CT fusion using hot spot

segmentation and present the evaluation of the validation method on patient datasets.

6.1 Segmentation for SPECT Hot Spots

The determination of the surface that separates different physiological features in functional im-

ages is difficult because of the low spatial resolution, the blurring of the edges and the high noise

characteristics of functional images. Thresholding is oneof the most widely used techniques to

segment the volume of interest in functional image data. Thethreshold can have a fixed value,

for example in [GDMK76]25%, 40%, or 50% of the maximal gray level is used. The threshold

can also be automatically computed for each individual image. A classic adaptive thresholding

method, histogram based thresholding [Ots79], has been widely used to segment the object in

the SPECT volume [MJG+86]. It determines the threshold value by maximizing the variance

between the population of background voxels and object voxels. But the distinction between the

background and the object class in the histogram is often tooweak to find the optimal threshold.

The study [KLB91, EWLE95] shows that the threshold of the SPECT lesions can be correctly

calculated with knowledge of the size of lesions and the activity of the background. However,

the prior knowledge about lesions is often not available in routine circumstances. In this work,

we present a fully automatic thresholding method for segmentation of SPECT hot spots. The

method is based on a localized version of MSER algorithm [DB06, MCUP02], which does not

need any prior knowledge about the object.

A discrete three-dimensional image is defined as a mappingI : Ωz ∈ Z
3 → Gz, where

Ωz is the set of voxels andGz is the set of gray levels, e.g.{0, 1, ..., 255} is a typical set for
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(a) CT (b) SPECT (c) Fusion

Figure 6.1: Sagittal views of a hot spot in the neck region. Itis a physiological accumulation of
submandibular gland.

SPECT images.RegionQ is a continuous subset ofΩz, for which each pair(x1,x2) ∈ Q
of pixels is connected by a path fully contained inQ. The algorithm starts from a seedx0,

typically user-specified, which is located within the hot spot. In this work, we define alocalized

extremal regionQg : g ∈ Gz as a maximal region that contains the seedx0 andI(x) ≥ g for

all x ∈ Qg. We sayg is thebase-levelof the localized extremal regionQg. It is clear that the

sequence of localized extremal regionsQ0, ...,Qg,Qg+1, ...,QI(x0) is nested, i.e.Qg ⊃ Qg+1

andx0 ∈ Qg. For the purpose of segmentation, we are more interested in the extremal region

Q∗
g that is maximally stable if the area variation

ρ∆(g) =
#(Qg−∆)−#(Qg+∆)

#(Qg)
(6.1)

has a minimum atg∗. Here#(.) denotes cardinality and∆ ∈ Z is a given parameter.

A straightforward way is to compute the area of all the extremal regionsQ0, ...,QI(x0), then

to choose the region with minimum area variation. This method can successfully segment the

“strong” hot spots, which have relatively cool backgroundsand have no other compatible hot

objects in the neighborhood. The submandibular gland hot spot in the left of Figure 6.2 belongs

to this case.

However, in practice lesions frequently appear as “weak” hot spots, whose intensities are not

so distinctive from the background, or some other hot objects are close to the hot spots lesion.

These global maximally stable regions cannot always correctly segment this class of weak hot

spots. The liver lesion hot spot in the right of Figure 6.2 is an example of a weak hot spot.

The plot of area variation with respect to various base-levels clearly shows the problem. The

minimum of area variation lies in the low base-level, which is far away from the true hot spot

base-level. In order to avoid this problem, the algorithm should not search for the maximally

74



Hot Spot

Isolines

     200
     180
     160
     140
     105
      80
      54
      40
      25
      15
      10
       5

      97
      90
      83
      76
      69
      62
      55
      48
      41
      34
      27
      20

Area variation

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0  50  100  150  200
 0

 0.5

 1

 1.5

 2

 0  20  40  60  80  100

Change rate of area
variation

-0.5

 0

 0.5

 1

 1.5

 2

 2.5

 0  50  100  150  200

threshold

-0.4

-0.2

 0

 0.2

 0.4

 0  20  40  60  80  100

threshold

Figure 6.2: Two examples of segmentation of SPECT hot spot. Left: A physiological accumula-
tion of submandibular gland. Right: A tumor lesion of liver.∆ = 1 for both examples.
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stable region among all the extremal regions but only among aset of localized extremal regions

that always contain the seedx0 but have not yet merged with surrounding regions. The merge

of the localized extremal region with surrounding regions usually results in a dramatic increase

of region area. It can be easily detected by the change rate ofarea variation (see the last row of

Figure 6.2). Because the algorithm proceeds from relatively high base-levelQI(x0) to the lowest

base-level, the change rate of area variation is defined as

̺∆(g) =
ρ∆(g)− ρ∆(g + 1)

ρ∆(g + 1)
. (6.2)

The implementation of the method is summarized as follows:

Algorithm 6 Localized MSER for SPECT Hot Spot
Manually select a pointx0 within the SPECT hot spot as a seed
for i = I(x0), ..., 0 do

compute the area of extremal region|Qg|
if g > 2∆ then

compute the area variation of regionρ∆(g −∆)
if ̺∆(g −∆) > ξ, setg

′

= g −∆ thenbreak
end if

end for
among the regions:QI(x0), . . . ,Qg

′ ,
find the localized MSERQg∗ that has minimal area variation.

Relationship with standard MSER. The localized MSER is actually a simplified version of

the standard MSER. In the standard MSER method, the stable analysis is performed on a region

tree, which is efficiently calculated by a partition method [CLG05]. The merge of two regions

has been implicitly encoded in this rooted tree structure. The additional merge detections are not

necessary any more. While the localized MSER actually starts the connected thresholding from

the given seed and seeks a range of thresholds that leaves thepeak of hot spot effectively un-

changed. Although both methods theoretically can achieve almost the same segmentation of the

hot spot, the localized MSER appears to be more efficient thanthe standard MSER method. The

partition algorithm of standard MSER method has a computational complexity ofO(n log log n),

wheren is the number of voxels. The computation time of the localized MSER method is de-

pendent on the size of the desired object. For the segmentation of a small hot spot among a

large volume data, the localized MSER method becomes more efficient than the standard MSER

method.
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6.2 Random Walk Segmentation in CT Datasets

In this application, the largest challenge of segmentationof corresponding structures in CT is

the unclear boundary between the desired object and irrelevant surrounding tissues. This is

demonstrated in Figure 6.3(a).

Most fully automatic segmentation methods that do not use prior knowledge of the shape

and size of the object cannot reliably locate such almost invisible boundaries. For example,

the standard fast marching level set method iteratively evolves the level set interface (boundary)

based on a speed function, which is typically a function of the gradient magnitude. As shown

in Figure 6.3(b), the speed function cannot stop the level set interface crossing the invisible

boundary. Given a perfect parameterization, some more advanced segmentation methods can

satisfactorily segment the lesion in this example. However, it is very tricky for users to determine

the optimal setting of multiple algorithm parameters for each segmentation task. For example,

the well-known gradient vector flow method [XJ. L. Prince98]requires the user to specify four

parameters at the same time. Moreover, it is difficult to define objective stopping criteria for

many fully automatic iterative methods. In practice, the user gives a fixed number of iterations

or interactively stops the iterations. Due to the tedious parameterization and subjective stopping

criterion of fully automatic methods, many medical researchers favor interactive segmentation,

with the help of a mouse or a light pen. However, the manual selection of a three-dimensional

boundary is not only time-consuming, but also non-reproducible.

Random walk segmentation [Gra06] is chosen to detect structures in this application. This in-

tuitive semi-automatic segmentation allows the user to select seeds to mark the inside and outside

regions. Then the algorithm determines the optimal partition based on the image intensity and

pre-selected seeds. Figure 6.3(c) shows the selected seedsof the neck lesion and Figure 6.3(d)

shows the lesion segmented by random walk method.

The two-label (object and background) random walk is described here with a simple3 × 3

image in Figure 6.4. For the description of the general multi-label case, we refer to [Gra06].

In the random walk segmentation, an image is modeled as a graph of nodes and edges, where

each node is a voxel and an edge connects the adjacent nodes. Assuming that the user selects

node 2 and 7 as a seed of background and object respectively, for each unlabeled nodei, the

algorithm would determine the following: given a random walker starting from this node, what

is the probabilitypi that it first reaches the object seed? Obviously the probabilities of object

seed and background seed is1 and0. When the probabilities of unlabeled nodes are known, the

boundary of the object (the curve in Figure 6.4) can be approximated by interpolation between

the adjacent object nodes (pi > 0.5) and background nodes (pi < 0.5).

77



In the random walk algorithm, the image structure is represented by the edge weights:

wij = exp(−β(I(xi)− I(xj))
2), (6.3)

whereI(xi) andI(xj) are the intensities of nodesi andj, β ∈ R is the only free parameter in

the algorithm. Intuitively, if two adjacent voxels have a large variation of intensity, the random

walker has a relatively low probability of crossing the edgebetween them. The probabilities

of unlabeled nodes are determined by a combinatorial Dirichlet problem, in which the discrete

Laplacian matrixL is defined as:

Lij =






−wij if nodei andj are adjacent,

di =
∑

i wij if i = j,

0 otherwise.

The given seeds serve as known values (p2 = 0, p7 = 1), which can be moved into the right hand

side vector. The corresponding linear system is




d0 −w01 −w03

−w01 d1 −w14

−w03 d3 −w34 −w36

−w14 −w34 d4 −w45

−w45 d5 −w58

−w36 d6

−w58 d8







p0

p1

p3

p4

p5

p6

p8




=




0

p2w12

0

p7w14

p2w25

p7w16

p7w78




. (6.4)

Generally, the system equation of the random walk segmentation is denoted as

Lp = f . (6.5)

With respect to the retrospective methods, random walk segmentation has five advantages.

1. If sufficient seeds can be correctly selected, small objects with partially unclear boundaries

can be satisfactorily segmented.

2. Compared to a fully manual selection, the user interaction is minimal. From our expe-

rience, drawing the seeds on the middle slice in the axial, sagittal and coronal views is

sufficient.
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3. The method does not require any stopping criteria. The algorithm only requires the solution

of a large, sparse, symmetric positive-definite system of linear equations.

4. The segmentation is almost real-time. A fast multigrid solver that has complexityO(n) is

implemented to solve the linear system.

5. The method has only one algorithm parameter that is kept constant in all experiments.

Next we briefly introduce a fast node based multigrid (MG) method to solve the linear sys-

tem of Equation 6.5. For the definitions of mathematical notations and the detail of this multi-

grid solver, we refer to [TOS01, BHM00] and our previous works [KKR07, KSR07]. Multi-

grid solvers are based on the assumption that high frequencyerrors can be treated efficiently by

an appropriate smoother on a fine scale and low frequency errors are approximated on coarser

scales. Therefore we build up an image pyramid and constructEquation 6.5 on each level. The

whole algorithm of MG solver can be recursively defined by onemultigrid iteration, computing

p
(k+1)
m =Mm(p

(k)
m ,Lm,fm, ν1, ν2) by Algorithm 7.

Algorithm 7 Multigrid Correction Scheme

given an initial guessp(0)
m = 0

pre-smoothing̃p(k)
m = Sν1

m (p
(k)
m ,Lm,fm)

compute residualrm = fm −Lmp̃
(k)
m

restrict residualrm
′ = Im

′

m rm

if number of coarse grid points< ǫmin then
SolveLm

′em
′ = rm

′ exactly
else
em

′ =Mm
′ (0,Lm

′ , rm
′ , ν1, ν2)

end if
interpolate errorem = Im

m
′em

′

coarse grid correctioñp(k)
m = p̃

(k)
m + em

post-smoothingp(k+1)
m = Sν2

m (p̃
(k)
m ,Lm,fm)

As smoother we apply a line-wise red-black Gauss-Seidel method denoted bySν
m, where

the parameterν specifies the number of performed Gauss-Seidel iterations andm is the current

scale or level. Then we compute the residualrm and restrict it to the next coarser levelm
′

by

a full weighting restriction operatorIm
′

m . Afterwards the so-called error equationLm
′em

′ =

rm
′ is solved on levelm

′

recursively by multigrid. The coarse matrixLm
′ = Im

′

m LmIm
m

′ is

computed by Galerkin coarsening. Next the errorem
′ is interpolated by a trilinear interpolation

operatorIm
m

′ to the fine levelm and used there as a correction to the current solutionpm. Finally
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we apply again some post-smoothing Gauss-Seidel steps at level m. As stopping criterion we

check, if the norm of the residual‖rm‖ drops below a given threshold that we choose as10−8

in our implementation. To reduce the number of multigrid iterations we additionally use iterant

recombination [BM95, CKR05] that is similar to preconditioning.

The solution of the system for a typical40×40×40 sub-volume, using the described multigrid

solver with 2 pre- and 2 post-smoothing steps and 5 V-cycles,requires less than2 seconds on an

AMD Athlon 3200+ computer (2.20 GHz, 2.00 GB RAM).

6.3 Experiments

6.3.1 Patient Dataset

To evaluate the validation tool, 21 patients, 13 females and8 males between 10-80 years old

with the average age at 59.22, were examined by a SPECT/spiral CT scanner (Siemens Symbia

system) between November 2006 and March 2007. Datasets wereselected where both the hot

spot on SPECT and the corresponding structure on CT were clearly visible in the neck region.

We chose adenomas of the parathyroid glands on 8 patients, the physiological accumulations

of the submandibular gland on 10 patients, thyroid nodule on1 patient, neuroendocrine tumor

on 1 patient, thyroid carcinoma on 1 patient for this study, where Tc-99m MIBI (18 patients),

I-131-NaI (2 patients) and In-111-SMS (1 patients) were used as tracers.

6.3.2 SPECT Hot Spot Segmentation

First we evaluated the localized MSER method for the segmentation of SPECT hot spots. The

proposed method was compared with the histogram based thresholding [Ots79], a widely used

segmentation method for functional images [MJG+86]. Two radiologists were asked to evaluate

the segmented hot spots by the two methods. To avoid any bias in the ratings, the evaluation was

carried out independently by the two radiologists. The segmentation results were scored between

0-2 by the radiologists: (1) If one segmentation method was obviously better than the other, this

method would be scored 2 and the other method would be scored 0. (2) If both segmentation

methods had comparable results, both methods would be scored 1. For the hot spots in the

selected data-sets, the evaluation showed that the radiologists were much more satisfied with

localized MSER segmentation: The average scores of the localized MSER method were 1.667

and 1.619, while the average scores of the histogram based thresholding were only 0.333 and

0.381, respectively.
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6.3.3 Accuracy Test

The accuracy of the validation tool was evaluated as follows: Two operators perform the valida-

tions independently. One operator directly used the validation tool to measure the distances in

X-, Y - andZ-direction(tx, ty, tz) between the hot spot on SPECT and the structure on CT. In

the same way, the second operator validated the SPECT/CT volumes, where the SPECT volume

had been artificially shifted inX-, Y - andZ-directions. The shift parameters(sx, sy, sz) were

randomly generated between5 mm and10 mm or between−5 mm and−10 mm. We denote the

distances measured by the second operator as(t̃x, t̃y, t̃z). The extent to which the ground truth

shift (sx, sy, sz) and the measured shift(dx, dy, dz) := (t̃x − tx, t̃y − ty, t̃z − tz) match, indicates

the accuracy of the validation. As shown in Figures 6.5(a)-6.5(c), the experiment yielded a clear

linear association between the ground truth and the measurement: The correlation coefficients

are0.9927, 0.9909 and0.9853 in X-, Y - andZ-directions, respectively. The anatomical inac-

curacies, measured by the mean± standard deviation of the absolute error, were reported to be

0.7189±0.6298mm inX-direction,0.9250±0.4535 mm inY -direction and0.9544±0.6981mm

in Z-direction, respectively.

6.3.4 Reproducibility Test and Time Measurement

To evaluate the intra-observer reproducibility, the distances between the SPECT hot spot and CT

structure were measured 20 times in five different patients,yielding a mean standard deviation of

0.2177 mm in theX-direction,0.3039 mm in theY -direction and0.3350 mm in theZ-direction

respectively. This indicated a high intra-observer reproducibility of the measurements of theX-,

Y - andZ-distances. The mean time for a full validation process, including data loading and user

operations, was less than 2 minutes on an AMD Athlon 3200+ computer (2.20 GHz, 2.00 GB

RAM).
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(a) (b)

(c) (d)

Figure 6.3: (a): The sagittal view of a patient with a lesion in the neck. (b): Gray levels represent
the normalized speed function of the fast marching level setmethod. The red region represents
the segmentation result after 100 iterations. (c): The viewof seed selection for the random walk
method. The blue frame defines the region of interest. The blue lines (seeds), drawn by users,
define the outside of the lesion, while the red ones define the inside of the lesion. (d): The region
segmented by the random walk method.
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Figure 6.4: The graph of a simple3 × 3 image, where node 2 and node 7 are the seed of back-
ground and object. The values inside each node indicate the probabilities that the random walker
starting from this location reaches the object seed.
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Figure 6.5: Comparison of the ground truth shift(sx, sy, sz) and the measured shift(dx, dy, dz).
Two shift parameters inX-, Y - andZ-directions are close to lines of identity.

83



84



Chapter 7

Evaluation using Kidneys

Although the method introduced in the previous chapter has been successfully used in some

clinical studies and its accuracy and reproducibility havebeen proven in some specific regions,

like regions of neck and head, it is still far away from a general evaluation scheme for multi-

modal registration. The choice of a hot spot as the evaluation marker limits the applicability of

this evaluation method, because the patient data sometimeshas no hot spots in both modalities

or the hot spots in either modality (quite often in the low-dose CT) are not clear enough to be

correctly segmented. Figures 7.1(a) and 7.1(b) shows an example where the lesion is almost

invisible in the low-dose CT, so that the automatic segmentation of such a almost invisible object

is nearly impossible. The snapshot in Figures 7.1(a) and 7.1(b) also gives the clue to solving the

problem in this case: the kidney can be a good alternative as the evaluation marker.

More generally, the accuracy of matching between morphological and functional data can be

measured by the degree of matching of the organs that can be reliably segmented from the both

modalities. The candidates can be kidney, liver or bladder,not only because all these organs are

normally highly active in the functional modalities but also the statistic shape models of organs

can be created to effectively guide the segmentation of the organ among the noisy images. In

this chapter, we mainly discuss the kidneys based evaluation method for SPECT/CT fusion. One

should note that the idea can be easily extended to other organ markers and other combinations

of modalities. Section 7.1 gives an introduction on how to construct the active shape model of

kidneys and how to customize the model to segment kidneys in CT volumes. In Section 7.2, a

template matching method is used to localize the kidneys among SPECT modality. In Section 7.3

we introduce a fast method to automatically correct the misalignment of kidneys between SPECT

and CT images. Section 7.4 presents the validation test of the method.
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(a) SPECT/CT (b) CT

Figure 7.1: Sagittal views of a patient abdomen region. In this example, the hot spot in the liver
is not suitable to evaluate the accuracy of SPECT/CT fusion,because the corresponding structure
in the low-dose CT dataset is almost invisible. A possible alternative of the evaluation marker
could be the kidney, which is clearly visible in both modalities.

7.1 Active Shape Model Segmentation for CT Kidneys

Active Shape Models (ASMs), first proposed in [CTCG95], are statistical models of the shape

of objects which are built by learning patterns of variability from a training set of correctly

labeled images. Active shape models are an elegant way to represent the inherent inter- and

intra-personal shape variability inherent in biological structures, where shapes of structures are

similar but not identical. The shape models can iterativelydeform to fit the new objects in the

images, however, the models should only be able to deform in ways such that the characteristic

of the class of objects is still represented. The constrained deformation or model based fitting

enables ASM to more reliably segment the desired biologicalstructure, even though the image

may be corrupted by the noise or parts of the boundaries are missing. The active shape model

based segmentation can be roughly decomposed into two parts:

• Construction of the point model of the object of interest. Itrequires the alignment of train-

ing data, determining the point correspondence between different data sets and building

the point distribution models using Principal Component Anaysis (PCA).

• Instantiation of the derived shape model for the segmentation of the object among the

current image data. It updates not only the pose parameters,i.e. translation and rotation,

but also the shape parameters defined in the shape models.
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In the rest of this section, the active shape model used for segmentation of a single kidney will

be briefly introduced. The implementation details of the model can be found in [Spi06, SHV+09].

Because the Point Distribution Model (PDM) plays the key role in the ASM for modeling the

training data, parameterization of shape as well as segmentation of the object, PDM will be

defined in Subsection 7.1.1. Subsequently, the method of pre-registration of training data and

the method for point correspondence will be discussed in Subsection 7.1.2. Finally, we show in

Subsection 7.1.3 how to adapt ASM to segment the object amongthe image.

7.1.1 Point Distribution Model

In this subsection we focus on how to apply the concept of PCA to build up the statistic model.

Let us assume that we have a set ofnr shapes as training data and these shapes have been correctly

aligned to each other. Each input training set is represented by a set ofns landmarks stored in a

single vectorς ∈ R
3ns. Let ςr be the vector collecting the coordinates of thens points of ther-th

shape in such way:

ςr = (xr1, xr2, ..., xrns
, yr1, yr2, ..., yrns

, zr1, zr2, ..., zrns
)T , (7.1)

where the(xr2, yr2, zr2)
T is, for instance, the coordinate of the second point in ther-th shape.

The vectors of all the training data, defined in Equation 7.1,form the columns of the landmark

configuration matrix:

Lc := (ς1, ς2, ..., ςnr
). (7.2)

We will discuss the method of determination of these consistent landmarks among the training

data in the Subsection 7.1.2.

One can imagine that these3ns-D points cluster within some region of the space, the so-

called “Allowable Shape Domain” [CTCG95]. The center of this point cloud, presenting the

mean shapeς of nr different training examples, is calculated by

ς =
1

nr

nr∑

r=1

ςr. (7.3)

PCA attempts to use a3ns-D ellipsoid to fit this point cloud and each axis of this ellipsoid defines

a mode of variation, a way in which the landmarks tend to move as the shape varies. We calculate
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the3ns × 3ns covariance matrix:

Sc =
1

nr

nr∑

r=1

(ςr − ς)(ςr − ς)T . (7.4)

The principal axes of the ellipsoid are described bypi(i = 1, ..., 3ns), the unit eigenvectors of

Sc such that

Scpi = λipi (7.5)

whereλi is thei-th eigenvalue ofSc, λi ≥ λi+1 andpT
i pi = 1. The eigenvector corresponding

to the largest eigenvalues describes the longest axes of theellipsoid, and also the most significant

variation mode among the training population. The eigenvalue indicates the significance of the

corresponding variation mode. In practice, most of the variation can usually be described by a

small number of modes (let us sayt) that have the largest eigenvalue. In this work, we choose

the smallestt, such that more than90% variation is included, i.e.,

t∑

i=1

λi ≥ 0.9

3ns∑

i=1

λi (7.6)

Let Pt = [p1, ...,pt]. The training examples can be approximated by the mean shapeand a

linear combination of principal axes, i.e.

ς = ς + Ptb (7.7)

The weight vectorb ∈ R
t can be regarded as the parameter that defines the allowable deformation

of shape. The Figure 7.1.1 shows the effects of varying the first and second parameters of the

right kidney model.

7.1.2 Point Correspondence

In order to build statistic shape models of right and left kidneys, a set of training shapes needs

to be generated. Therefore, 40 different kidney-pairs havebeen manually segmented by clinical

experts. The shape of every single kidney is represented by aset of mesh points of the surface.

In order to automatically generate ASM from this training dataset, first of all, the training dataset

need to be registered to each other. In other words we need to filter out effects of scale, translation

and rotation. One should note that the correspondence of themesh points are unknown at this

88



−3
√
λ1 L99 0 99K 3

√
λ1 −3

√
λ2 L99 0 99K 3

√
λ2

Figure 7.2: Effects of varying the first (left) and the second(right) parameters of the variation
model. Graphics courtesy of Martin Spiegel [SHV+09].

point. Thus, for such an alignment problem without given point correspondences, algorithms

based on the concept of Iterative Closest Point (ICP) [BM92,CM92] need to be used to register

these training surfaces. The details of the ICP algorithm have been introduced on page 27. One

notes that the transformation is defined by the parameter vector q = [qR|qT ]t, whereqR =

[q1, q2, q3, q4] is the unit quaternion andqT = [q5, q6, q7] is the translation vector.

The next task is to automatically define landmarks, such thatthe landmarks on different

training examples are located at corresponding positions.The problem of establishing a dense

correspondence over a set of training surfaces can be posed as that of defining a new param-

eterization for each training data, leading to a dense correspondence between equivalently pa-

rameterized boundary points [DTC+02]. Various attempts have been made to determine the

dense correspondence from sets of training surfaces. An overview and comparison of different

algorithms for point correspondence can be found in [SRN+03]. The Minimum Description

Length (MDL) approach for ASM, which was first proposed in [DCT01, DTC+02] and ex-

tended in [HWWM05, HWM06], is implemented to solve the pointcorrespondence problem

of the shape model of kidneys. This method minimizes a cost function based on MDL of the

resulting statistical shape model and shows a superior performance in comparison with the other

approaches.

Mesh Parameterization

Parameterization of a surface mesh is important for the initialization of the correspondence be-

tween the training surfaces as well as for an efficient manipulation for a better correspondence

in the optimization process afterwards. Roughly speaking,a normal kidney has a shape of genus

0 [LL06], which is topologically equivalent to a sphere. Therefore, a one-to-one mapping is
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Figure 7.3: Example of barycentric coordinate transformation. One-to-one mapping between the
points of shape and unit sphere.

assigned from every points in the mesh to an unique position on the unit sphere, which can

be specified by the longitude angleθ ∈ [0, 2π] and the latitude angleϑ ∈ [0, π], as shown in

Figure 7.3. There exist a number of approaches to generate the surface parameterization and

minimize the distortion error. A comprehensive overview onthis topic can be found in [FH05].

In this work, we choose a method that preserves the angles, i.e., if the point on the unit sphere

moves in one direction, the corresponding point in the shapewill move in the coherent direction.

Cost Function: Minimum Description Length

For automatic landmark generation, a certain cost functionneeds to be defined to quantify the

current parameter setting, such that the chosen landmarks on all the training data are correctly

located on the corresponding position. Davies et al. [DCT01, DTC+02] first used the minimum

description length (MDL) of the resulting shape model as thecost function to measure the cor-

respondence of landmarks. The key insight is that the “best”model is the one that describes

the entire training set as “efficiently” as possible. In practice, less complex variants based on

the eigenvalues have been proposed in [Tho03, KT98]. In thiswork, we choose the MDL cost
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function described in [Tho03] to measure the landmark correspondence. It is defined as follows:

EMDL :=
∑

Li with Li =

{
1 + log(λi/λc) for , λi ≥ λc

λi/λc for λi < λc,

and λc = (
σ

r
)2,

(7.8)

whereλi is the eigenvalue defined in Equation 7.5,σ is the standard deviation of noise in the

training data andr is the average radius of the training shapes. Parameterλc is the threshold

controlling the noise in the training data by separating theeigenvalues into a high lambda region

(λi ≥ λc) and a low lambda region(λi < λc). The attractive property of this cost function is

that it tends to zero when all the eigenvalues tend to zero, and at the same time bothLi and its

derivative are continuous at the cut-offλc [Tho03].

Re-parameterization

Assume that we have a known principal direction(∆θ,∆ϑ), in which the vertices in the neigh-

borhood of(θ, ϑ) should move to improve the landmark correspondence. A Gaussian envelope

function defined as:

g(d, σ) =

{
exp(−d2

2σ2 )− exp(−9d2

2σ2 ) for d < 3σ

0 for d ≥ 3σ
(7.9)

restricts the re-parameterization within a local neighborhood by the multiplication:g(d, σ) ·
(∆θ,∆ϑ), whered denotes the Euclidian distance between the current vertex to the center of the

kernel, whileσ defines the size of the kernel. In this way, the distant movements, outside of3σ,

are ignored. At the beginning large kernels with largeσ are applied to optimize the large region.

During the course of optimization,σ is decreased to optimize the details. Figures 7.4(a)-7.4(c)

show three examples of kernels with differentσ. One should note that this method works in the

most regions of the(θ, ϑ) space, except for the poles (ϑ = 0 or ϑ = π). The reason is that all

the vertices within the polar region move toward or away fromthe polar points, depending on

the given∆ϑ. Figures 7.5(a) and 7.5(b) present two examples of such phenomenon nearby the

north polar point(ϑ ≈ 0). To solve this problem, a random matrix is used to change the relative

kernels. The details of this method are described in [Arv92].
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(a) σ = 0.4 (b) σ = 0.3 (c) σ = 0.2

Figure 7.4: Kernel configuration forσ values of0.4, 0.3 and0.2. Red colors mark regions allow-
ing large movements. The graphics are taken from [Tho03].

0.30.20.10

(a) ∆θ = 0, ∆ϑ < 0

0.30.20.10

(b) ∆θ = 0, ∆ϑ > 0

Figure 7.5: Examples of movement of vertices in the pole regionϑ ≈ 0.

Calculating MDL Gradients

Now we need to compute the gradient(∆θ,∆ϑ) in a certain position to minimize MDL cost

function of the resulting shape model. The cost function in Equation 7.8 is actually defined with

the eigenvalues of the covariance matrixSc in Equation 7.4. The eigenvalues and eigenvector of

Sc can be computed by a singular value decomposition (SVD) of a3ns × nr matrix

A :=
1√

nr − 1
(Lc −Lc), (7.10)

whereLc is the landmark configuration matrix defined in Equation 7.2 andLc is a matrix with

all columns set toς. The matrixA is an unbiased landmark configuration matrix, with respect to
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the biased landmark configuration matrixLc. It is decomposed as:

A = UDV T , (7.11)

whereU ∈ R
3ns×nr andV ∈ R

nr×nr are two column-orthogonal matrices and the matrix

D := diag(dr) ∈ R
nr×nr is a diagonal matrix. According to the theory of SVD, the matricesU

andD2 contain the corresponding eigenvectors and eigenvalues ofthe matrixAAT . One should

notice that an advantage of this method is that PCA of training data can be obtained without an

explicit computation of covariance matrix.

The derivative ofi-th singular valuedi with respect to the landmark matrixA is computed

by:

∂di

∂ajk

= ujivki (7.12)

Hereajk, uji andvki are the single entries of the matrixA, U andV respectively, whiledi is

the i-th diagonal entry of the matrixD. Sinceλi = d2
i , the derivative of thei-th eigenvalue is

computed as

∂λi

∂ajk

=
∂λi

∂di

· ∂di

∂ajk

= 2diujivki (7.13)

Thus, the gradient of the cost functionEMDL in Equation 7.8 for every landmark can be calculated

by

∂EMDL

∂ajk

=
∑

i

∂Li

∂ajk

with
∂Li

∂ajk

=

{
2ujivki/di for λi ≥ λc

2diujivki/λc for λi < λc.
(7.14)

The last step is the computation of the movement direction(∆θ,∆ϑ) within the parameterization

mesh. Fort := (θ, ϑ), the gradient with respect tot is calculated by

∂EMDL

∂t
=
∂EMDL

∂aij

· ∂aij

∂t
(7.15)

where the surface gradient∂aij/∂t can be approximated by the finite difference method. The re-

sulting optimization algorithm works in a gradient decent fashion, i.e., in each iteration, the gra-

dient is computed by Equation 7.15 to guide the re-parameterizations for every training surfaces.

The step lengths are adapted, until there are no parameters left to tune. For the implementation
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of the algorithm, we refer to [HWWM05].

7.1.3 Model Customization

In this subsection, we discuss how to customize a shape modelof kidneys, according to the image

data, in order to correctly segment a new kidney within the image. ASM based segmentation was

sometimes called image search in literature. Given an instance of modelX = {ςs}s=1,...,ns
, this

iterative algorithm proceeds as follows: First locate the current model in the image and examine

the region around each model pointςs to find the best nearby matching pointς
′

s, then update

the pose and shape parameters to best fit the set of matching pointsX
′

= {ς ′s}s=1,...,ns
. The

procedure continues until no parameters change any more. Inpractice, the initial approximation

does not need to be very close to the final solution, thus, the method can automatically segment

the object on its own in most cases. Compared with conventional segmentation methods, a

distinguishing feature of this method is that the models attempt to deform to better fit the data,

but only in ways which are consistent with the shapes found inthe training set [CTCG95].

Detection of Matching Points

Usually, the mean shape of a training set is placed in the image space as an initial estimate of the

position of the model. For each model point, a matching pointneeds to be searched along the

line normal to the surface of the model. A straightforward way to detect the matching point is

to simply locate the strongest edge along the profile. However, the desired matching point is not

always located on a strong edge. Especially for medical images, it happens quite often that weak

edges represent the boundary of structures. A method of modelling the local structure has been

developed in [CT99] to effectively solve this problem.

Based on a given model point, we sample the derivative along aprofile with l pixel normals

to the boundary on both sides among each training data. A vector gr = (gr0, ..., gr,2l)
T collects

the2l + 1 derivative samples for this model point in ther-th training data. This vector is further

normalized as follows

gr ←
1

∑2l
j=0 |grj|

gr. (7.16)

Let {gr}r=1,...,nr
denote the normalized samples vectors of this model points amongnr training

dataset. Assume that thegr’s are samples ofnr-dimensional Gaussian distributiong, whose

mean and covariance are denoted byg andΣg. This Gaussian distribution gives a statistical
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model of intensity patterns at these model points. Given a new profile vectorg
′

, the quality of fit

with the intensity pattern is measured by the Mahalanobis distance:

dM(g
′

) = (g
′ − g)TΣ−1

g (g
′ − g) (7.17)

During the fitting of the model, a profile of̃l pixels on either side is sampled(l̃ > l), then we

search a position on the profiles that best fits the given intensity pattern, minimizing the distance

in Equation 7.17. This process is repeated for every model point and a set of matching points is

generated in the end.

In order to improve the efficiency of the algorithm, as well asto avoid being trapped in

local minima, the searching of matching points is implemented in a multi-resolution frame-

work [CT99]. A three-level volume pyramid is build for either a training example or a test

volume. The base volume in the level 0 is the original one, while the volume on level 1 is

smoothed and down-sampled with half the number of pixels in each dimension. The volume on

level 2 is built in the same fashion based on the level 1 volume. The profiles of the model point

have the same number of pixels in all levels. Obviously, a profile with a coarse resolution has

a larger range in the physical space than the one with a fine resolution. Assume the search is

performed in a pyramid of 3 levels. The search begins with level 2, where large movement is

allowed and local minima are rejected. The searching procedure enters the next level when90%

of the matching points are stable. From the current matchingpoints, the procedure restarts in the

next level and continues searching on a finer resolution.

Computation of Pose Parameters and Shape Parameter

For given model points and corresponding points, first a rigid transformation needs to be esti-

mated to match them. A functionTR,t defines the transformation with a rotation matrixR and

translation vectort. The scaling effects are not considered, because both the model points and

matching points are explicitly defined in the physical coordinates. The alignment involves the

following three steps:

1. Compute the centers of gravity of model points and matching points, which are denoted as

cm andcf respectively.

2. Translate all the model points, so that the centers of gravity of two sets of points overlap.

The translation vector ist = cm − cf .

3. Singular value decomposition is applied on the correlation matrix for obtaining the rotation
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matrix [Kan94]. See the formulation in Equation 2.36.

Given the transformationTR,t, the matching pointsX
′

are projected into the frame of the

model coordinates by the inverse transformationT−1
R,t, i.e

X
′

T−1 = T−1
R,t(X

′

) (7.18)

The shape parametersb, defined in Equation 7.7, are computed to fit the resulting model points

X andX
′

T−1 , i.e. minimizing the sum of square distance‖X − X ′

T−1‖2. According to the

Equation 7.7, the shape parameters are updated by

b = P T
t (X

′

T−1 − ς). (7.19)

The estimation of post parameters and shape parameters is summarized in Algorithm 8.

Algorithm 8 Computation of post and shape parameters

givenmatching pointsX
′

setshape parameterb to zero.
repeat

Compute the current model instance:ς = ς + Ptb

Estimate the transformTR,t from the model points to matching points.
Transform the matching points into the model coordinates:X

′

T−1 = T−1
R,t(X

′

)

Compute the shape parameters:b = P T
t (X

′

T−1 − ς).
until b converges

7.2 Shape based Tracking for Kidneys in SPECT

This section introduces a method to localize the kidneys in aSPECT image based on a seg-

mented kidneys in a corresponding CT image. As introduced inChapter 5, the interest of nuclear

medicine is the biodistribution of a radiolabeled substance – the radioactive tracer – that is de-

termined by the body’s physiological and biochemical functioning. Compared to morphological

imaging, it is more difficult to determine the location of surfaces in functional imaging, because

of the blurring of the edges, the sampling and the presence ofnoise [KLB91]. Currently, the

boundary of an organ is determined by either thresholding methods or the maximum in the local

gradient. See [PvAL+93] and the reference therein. The segmentation of the kidneys in a CT

dataset, which was introduced in the previous section,can be very useful to localize the kidneys in
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Figure 7.6: An example of a shape template of the kidney-pair.

the corresponding SPECT dataset. In other words, the task may be defined as tracking an object

in the SPECT image, which has a similar shape as the CT kidney template. The prior knowledge

of the size, shape and contrast of the organ has been used to determine the threshold for organ

segmentation in SPECT images [LKS92, EWLE95]. But the method presented in the following

makes use of the framework of rigid registration to estimatethe pose parameters, so that the

shape template is optimally aligned with SPECT image dataset. Analogously, segmentation of

kidneys in CT, which includes the construction of the model and the customization of the model,

the segmentation of the kidneys in SPECT consists of two sequential steps: the construction of

the shape template and the template tracking of the object. They will be introduced in the rest of

this section.

7.2.1 Construction of Shape Template

In Section 7.1, kidneys in CT segmented by the ASM method are represented by a set of con-

tinuous geometric primitives, which cannot be directly registered to SPECT volume data. An

alternative to conventional geometric representation, the volumetric representation is an uni-

form, simple and robust description of measured objects andis very convenient to serve as the

shape template in the registration frame. Figure 7.6 shows an example of such a shape template

volume of a kidney-pair. The reformulation process that accomplishes the conversion from a

set of continuous geometric primitives to an array of voxelsin the 3-D discrete space is called

voxelization. Many methods have been proposed to conduct voxelization. A short summary of

voxelization can be found in [ZCB+04].

In this work, we use the implementation of from open source library ITK1 to perform vox-

1Insight Segmentation and Registration Toolkit. http://www.itk.org/
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elization of kidneys. The basic idea of voxelization is illustrated by the 2-D example in Fig-

ures 7.7(a)-7.7(c).

(a) (b)
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Figure 7.7: A 2-D example of solid voxelization. (a): The shape of an object is represented by
a set of vertices and lines (geometric primitives).(b): Given the grid, the algorithm casts rays in
either direction and computes the fragment that intersectswith the segmented kidney. (c): The
output image matrix is generated by assigning different values (e.g1 and0) to the voxels of
inside and outside of intersections.

For the voxelization of the 3-D shape model of kidneys, some additional aspects of the imple-

mentation are considered. The elementary geometric primitive of the 3-D shape is the polygon

or triangular. For reasons of efficiency, the algorithm doesnot really cast a ray for every element

of theyz-matrix (assume the casting direction parallel to thex-axis), but traverses every polygon

or triangular and records its intersection with the castingray in the direction ofx-axis. After all

the pieces are processed, the surface intersections of every yz-element are known. For the com-

plex shape, a casting ray may go through the object more than once, but the validyz-element

always has an even number of intersections. The output shapetemplate volume has the same

grid as the original CT volume. A high resolution template volume could reduce the error of

voxelization. However, an extremely high resolution has little positive effect in practice, because

the generated template volume will later be registered withthe SPECT volume of a much lower

resolution, normally5 ∼ 10 times lower than the CT resolution.

7.2.2 Shape based Tracking

Conventional image based segmentation approaches performpoorly when segmenting organs

in molecular images, because little contrast is present along boundaries and different parts of

the same organ sometimes have different gray levels. Thus, the a-priori knowledge of the
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shape of the underlying structures can be very useful. The basic idea of so-called “shape based

segmentation”, actually very similar to image registration, is to estimate a spatial transforma-

tion such that the transformed shape model is mapped to the underlying structure in the im-

age. Various shape representations and transformation models have been investigated for dif-

ferent segmentation tasks. For more details on this topic, we refer to the recent representative

works [TYW+03, Par03, PFK+05] and the references therein.

Since the SPECT/CT pair belongs to the same patient, there should be no great shape variance

between kidneys in the two modalities. Therefore, if the kidneys have been correctly segmented

in the CT volume, a rigid transformation can map the templatewith the SPECT kidneys. Due to

this reason, we prefer to call the method “shape based tracking”. A binary volume (introduced

in Section 7.2.1) is used to represent the a-priori knowledge about the shape of the kidneys.

Although the level-set function is possibly a more accurateshape representation, which has ap-

peared in some works [Par03], we find out that it does not greatly improve the shape based

segmentation of SPECT kidneys in this work.

(a) (b) (c)

Figure 7.8: An example of tracking the kidney from SPECT. (a)The kidney in CT is segmented
by ASM. (b) An obvious misalignment exists between hybrid SPECT/CT. (c) The kidney in
SPECT is detected by shape based tracking method.

Normalized cross correlation is chosen as the similarity measure of the registration. Let

uR(x) anduT
φ(x) denote the fixed SPECT volume and the floating template volumetransformed

byφ, respectively. The normalized cross correlation between two volumes is defined by

SNCC =

∫
Ω
uR(x)uT

φ(x) dx
√∫

Ω
(uR(x))2 dx

∫
Ω
(uT
φ(x))2 dx

. (7.20)

Gradient descent approach is applied for optimization. Thestep size of each iteration is auto-
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matically computed according to Armijo’s rule and the optimization stops when the estimated

step size is too small (see the introduction on page 47). Likemany registration systems, this

registration work is also implemented in a multi-level fashion, i.e. at first images are registered

in a low resolution then in a fine resolution, and the transformation estimated in a low resolution

is the initial point of the optimization in finer resolutions. As defined in Section 7.1.1, the trans-

formation is parameterized by the vectorq = [qR|qT ]t, whereqR is the unit quaternion andqT

is the translation vector. These seven parameters do not always have to be estimated at the same

time in practice. Because the shape template is usually close to the kidneys in SPECT and the

misalignment is dominated by shifting in most situations ofvalidation, the search for parameters

can be divided into two parts: First the quaternion vectorqR is fixed, estimating the transla-

tion vectorqT until convergence. Then search for optimalqR with fixed qT . The optimization

converges after several rounds, when bothqT andqR are stable.

7.3 Fast Correction of Misalignment

In this section we present a method that can quickly correct the organ misalignments of the

SPECT/CT hybrid imaging, see the example in Figure 7.9, in which the segmented kidney in

the SPECT image is transformed as a rigid structure, while surrounding tissues are deformed

elastically. In [LHH97] an efficient algorithm is proposed to solve this problem. The deformation

with and without rigid constraints in Figures 7.10(a)-7.10(d) shows clearly the distinguishing

properties of the method. It seems that the fast correction incorporating rigid structures can

achieve more reasonable deformations than the pure non-rigid registration. Roughly speaking,

the method is a kind of extension of landmark based deformable registration (introduced on

page 26). The basis functions combined with a weight function are formulated to handle the rigid

constraints. This method computes the transformation not iteratively but analytically. In other

words, once the validation result is at hand, the transformation can be computed immediately.

In the following, the mathematical framework and implementation details of the fast correc-

tion method will be presented. First, we integrate single rigid transformation constraint into this

framework in Subsection 7.3.1. Then, the framework is extended in Subsection 7.3.2 to allow

multiple rigid objects movement. The mathematical notations in this section are consistent with

those of point based registration framework introduced in page 26.
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(a) (b)

Figure 7.9: Automatic correction of misalignment of organs: (a) Surface of right kidney has
been marked by red points. The corresponding kidney in SPECTis measured by the method
introduced in Chapter 7 about 8 mm deviated from its true position. (b) The kidney in SPECT is
transformed by a deformation field (marked by the green arrows) to achieve a better fusion in the
local region. The deformation defines the kidney to be transformed as a rigid object.

7.3.1 Deformation with Single Rigid Constraint

The difficulty lies in the integration of a rigid transform into the framework of point based defor-

mation. The desired deformation should transform a part of the image with a pre-defined rigid

transformation, while in the rest of the image, the deformation is controlled by landmarks. Ac-

tually the point based deformation in Equation 2.38 is naturally divided into a linear part and a

non-linear (radius base) part. The coefficient matrixA in Equation 2.40 controls the linear parts

of the transformation. The basic idea is to use the matrixA to control the linear transformation

in the pre-selected region and modify the radius basis function of the nonlinear part, such that in

the pre-selected regions the radius basis function tends towards zero.

Assume that we have only one rigid object calledG, whose transformation can be represented

using the linear basis function in Equation 2.39 as

T (x) = G(x)A. (7.21)

Let a distance functiondG be defined as

dG(x) =





0 if x ∈ G
distance fromx to G elsewhere.

(7.22)

In this work, a linear-time Algorithm [FH04] is employed to compute the distance. The radius
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(a) Template (b) Reference (c) Non-Rigid (d) Rigid Constrained

Figure 7.10: Comparison of deformations with and without rigid constraints. The template im-
age, a gray square in the center of the image, is registered tothe reference image, the gray square
rotated in30◦ with respect to the template square. The curvature regularized non-rigid regis-
tration, although it nearly perfectly registers them, ignores the desired underlying rigid rotation.
The deformation with rigid constraints treats the objects and surrounding separately and the rigid
movement is seamlessly merged into the deformable neighborhood.

basis function is weighted with the distance function: For one pointx and one landmarkts, it is

defined by

σG(x, ts) = dG(x)dG(ts)σ(x, ts). (7.23)

The new radius basis functionσG(x, ts) tends to zero as the pointx tends to the rigid objectG.

The resulting matrixΣG whereΣG
ij = σG(ti, tj) can be decomposed as

ΣG = DGΣDG , (7.24)

and

DG
ij =




dG(ti) if i = j,

0 otherwise.
(7.25)

Matrix DG is diagonal and invertible if no landmarks are defined on the rigid objectG. The top

equation of 2.40 is rewritten as

ΣGBG +GA = U (7.26)

Rearranging the equation, the unknown parameter matrix is computed by

BG = (ΣG)−1(U −GA) (7.27)
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Thus the interpolation solution with one rigid object forR
3 → R

3 is defined in the following

manners,

x→ φ(x) = ATg(x) +
ns∑

s=1

(BG)T
s σ

G(x, ts) (7.28)

7.3.2 Deformation with Multiple Rigid Constraints

Now we consider a more general situation, where the desired deformation transforms several ob-

jects with their pre-defined rigid transformations, while in the rest of the image, the deformation

is still controlled by landmark based interpolation. With respect to the deformation with single

rigid constraints, the major difference is the definition ofthe linear part of the transformation,

i.e. the matrixATg(x) in Equation 7.28, respectively.

In the following, we useo as index of rigid objects. Assume that we haveno objects, named

asGo, o = 1, ..., no. The objects may have any shape, but cannot be overlapping. If G denotes a

union of all objects, i.eG = G1 ∪ G2 ∪ ... ∪ Gno
, the definition of the distance map is the same as

in Equation 7.22. Letlo = (lo1, l
o
2, l

o
3, l

o
4)

T , o = 1, ..., no denote the coefficient vector of the linear

transformations associated with objectGo, i.e.φo(x) = lo1g1(x) + lo2g2(x) + lo3g3(x) + lo4g4(x).

In order to representno linear transformations in a single matrix, asGA in Equation 7.26, a

kind of inverse distance weighted interpolation [She68] isused. The linear term is defined by a

weighted sum of each linear transformation. The weight is defined by

wi(x) =
qi(x)∑no

o=1 qo(x)
whereqo(x) =

1

dGo (x)µ
andi = 1, ..., no. (7.29)

HeredGo (x) denotes the distance map (defined by Equation 7.22) with respect to the objectGo.

The weight is normalized, i.e
∑no

i=1wi(x) = 1 for all x. The weight works only among the

associated object, i.e

wi(x) =





1 if x ∈ Gi

0 if x ∈ Gj , j = 1, ..., no, j 6= i.
(7.30)

Smoothness of the interpolation is determined by the parameterµ = 1.5 in this work. Thus the

overall linear transformation is defined as

Lw(t) =
no∑

i=1

wi(t)li. (7.31)
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The matrix of linear transformationGA in Equation 7.26 is replaced by a new matrixT , which

is defined by

T =




g(t1)
TLw(t1)

g(t2)
TLw(t2)
...

g(tn)TLw(tns
)



. (7.32)

and

BG = (ΣG)−1(U − T ). (7.33)

The interpolation solution with multiple rigid objects forR
3 → R

3 is defined in the following

manners,

x→ φ(x) = Lw(x)g(x) +
ns∑

s=1

(BG)T
s σ

G(x, ts). (7.34)

7.4 Experiments

7.4.1 Patient Datasets

To evaluate the kidney based validation, we selected 24 patient datasets, where the kidneys are

clearly visible on both SPECT and CT images. Among these 24 patients, there are 10 female and

14 male between 15-78 years old and the average age is 55.21. All of them are abdomen studies

generated by a SPECT/Spiral CT scanner of the University of Erlangen, in which 9 patients were

examined between November 2006 and March 2007, the rest wereexamined between August

and November 2008.

7.4.2 Accuracy Test

The accuracy of the validation method is measured in the sameway as in Section 6.3.3. The

right kidneys in the data-sets were used as validation objects and the shift parameters(sx, sy, sz)

were randomly generated between7 mm and23 mm or−7 mm and−23 mm. As shown in

Figures 7.11(a)-7.11(c), the experiment yielded a clear linear dependency between the ground

truth shift and the measured shift: The correlation coefficients are0.9923, 0.9807 and0.9704

in X-, Y - andZ-directions, respectively. The anatomical inaccuracies,measured by mean±
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standard deviation of the absolute error, were1.3979 ± 0.8401 mm in X-direction,1.9992 ±
1.3920 mm inY -direction and2.7823± 2.0672 mm inZ-direction, respectively.

sx

dx

(a) sx-dx

dy

sy

(b) sy-dy

dz

sz

(c) sz-dz

Figure 7.11: Comparison of the ground truth shift(sx, sy, sz) and the measured shift(dx, dy, dz).
Two shift parameters inX-, Y - andZ-directions are close to lines of identity.
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Chapter 8

Conclusion

In this thesis, medical image registration and quantitative validation methods have been explored.

Firstly, reviews of state-of-art of registration methods were given. Then, two novel methods were

introduced, namely, an original non-rigid edge based registration method and a new validation

method for hybrid imaging by automatic segmentations of markers. In the end of this thesis, we

summarize the methods, present their contributions and state the the future works.

One-to-one Edge Based Registration

This new method makes use of the Mumford–Shah model to simultaneously detect the edge

features of two images and jointly estimate a consistent setof transformations to match them.

Compared to the current asymmetric methods in the literature, this fully symmetric method al-

lows one to determine one-to-one correspondences between the edge features of two images.

The entire variational model is realized in a multi-scale framework of the Finite Element approx-

imation. The optimization process is guided by an Estimation-Minimization type algorithm and

an adaptive generalized gradient flow to guarantee a fast andsmooth relaxation.

The algorithm is tested on T1- and T2-weighted MR datasets tostudy the parameter set-

ting. We also present promising results of four applications of the proposed algorithm: inter-

object mono-modal registration, retina image registration, matching digital photographs of neu-

rosurgery with its volume data and motion estimation for frame interpolation.

One-to-one edge based registration is a general framework,which provides enough flexibil-

ities to adapt to different registration applications. At the moment, users have to spend a lot of

effects to find the optimal parameter setting or adapt the implementation for each application. In

front of us, there is still a lot of work to customize, or in some sense to simplify, this general

method to specific application. We also hope this method can be widely accepted by the others,
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Figure 8.1: User interface of validation software.

especially for the non-rigid registration of medical imagedatasets.

Automatic Segmentations for Validation of Hybrid Imaging

This validation method measures the anatomical accuracy ofthe hybrid imaging by the compu-

tation of the distance between the segmented correspondingmarkers in both modalities. Two

kinds of objects are used as markers in this work for validation: hot spots and kidneys. Both of

them can be segmented in hybrid modalities with minimum userinteraction.

The experimental results on the clinical data sets - 21 patients for hot-spot-marker and 24

patients for kidney-marker - show that the measurement of this validation tool is sufficiently

accurate and reproducible for clinical datasets. According to the testing results, the inaccuracies

of hot spot based validation for neck regions are0.7189± 0.6298 mm inX-direction,0.9250±
0.4535 mm inY -direction and0.9544± 0.6981 mm inZ-direction. The inaccuracies of kidneys

based validation for abdomen regions are1.3979± 0.8401 mm inX-direction,1.9992± 1.3920

mm in Y -direction and2.7823 ± 2.0672 mm inZ-direction. The tool implemented in a plugin

of InSpace software platform has been used by Clinic of Nuclear Medicine, Friedrich-Alexander
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University of Erlangen, for the purpose of research. See theuser interface of the software in

Figure 8.1. Although we only tested the method with the data generated by the Siemens Symbia

SPECT/spiral CT system in this work, the tool and the same principle can be also applied on the

other SPECT/CT systems.

There is still a long way to go, and this thesis has only solveda small part of the valida-

tion problems. More potential validation markers, e.g. liver and bladder, need to investigated.

Appropriate segmentation methods need to be developed for new markers. The concept of seg-

mentation based validation can be easily extended to PET/CThybrid imaging. In our future

work, we plan to apply this validation tool to analyze the variation of the accuracy of hybrid

scanners with respect to different patient positions, tracers or acquisition protocols. Since the

tool has been installed and used in clinics, we expect that more and more medical studies using

this tool would appear.

In Section 7.3, we introduce a fast method to remove the misalignments of SPECT/CT im-

ages. It constraints specified misaligned objects to be rigidly transformed, while in the meantime

in the other regions non-rigid deformations are computed. In this thesis, the mathematical defi-

nition of the method was presented and its effects need to be further validated by testing on more

patient datasets. However, This method presents a new segmentation based registration method

and could have a huge mount of applications in future.
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[RK06] P. Rogelj and S. Kovačič. Symmetric image registration. Medical Image

Analysis, 10(3):484–493, 2006.

[RL01] S. Rusinkiewicz and M. Levoy. Efficient variants of the icp algorithm. In

Proceedings of Third International Conference on 3-D Digital Imaging and

Modeling (3DIM 2001), pages 145–152, 2001.
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