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Preface

Computer science is a major driver of innovation in medical and healthcare en-
gineering. It is impressive to see that software updates providing additional
functionality in highly complex medical systems are released nowadays within
innovation cycles of less than a year. In particular pattern recognition technol-
ogy speeds innovation in many medical applications and allows for the efficient
processing, analysis and visualization of large-scale medical data. Main drivers
for competitive research and the rapid transfer of research results to industry
are considered to be

– excellently qualified, highly motivated, and fair-minded collaborating scien-
tists,

– interdisciplinary cooperations, and
– the existence and maintenance of a network with excellent researchers and

market leaders in industry.

The present proceedings impressively show that these driving forces do exist
at the Lehrstuhl für Mustererkennung (LME) at the University of Erlangen-
Nuremberg. The following pages give an overview of major research results
achieved in 2010 by the members of LME. The contributions are clustered in
groups. The reader will hopefully find inspiring research projects in the exciting
fields of computer vision, segmentation and navigation, signal processing, CT
reconstruction, eye imaging, time-of-flight imaging, and image registration.

The success of this workshop is the success of many people that helped us
to organize the meeting. At this point we want to thank all the restless people
who contributed to the organization of the workshop and in particular we ac-
knowledge the Hanns-Seidel-Foundation which was an excellent host at Kloster
Banz.

July 2010 Joachim Hornegger
Workshop Initiator
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How to Find Optimal Time Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

P. Wilke

A Unified Format for Defining Timetabling Problems . . . . . . . . . . . . . . . . . . 57

J. Ostler

Robust Single-Shot Structured Light . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

C. Schmalz

An Epipolar Approach for Visual Patient Detection: An Overview . . . . . . 62

P. W. Mewes

Reconstruction CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Noise Reduction Techniques in CT Volume Data . . . . . . . . . . . . . . . . . . . . . . 67

M. Balda, B. Heismann, and J. Hornegger

CT Reconstruction Using Compressed Sensing . . . . . . . . . . . . . . . . . . . . . . . . 69

H. Wu, and J. Hornegger

Tissue Perfusion Quantification with C-arm CT . . . . . . . . . . . . . . . . . . . . . . . 71

A. Fieselmann, Y. Deuerling-Zheng, and J. Hornegger

Interventional Imaging using C-arm Systems . . . . . . . . . . . . . . . . . . . . . . . . . 73

C. Rohkohl, G. Lauritsch, and J. Hornegger



V

On Hardware Acceleration Techniques for 3-D Cone-Beam Reconstruction 75
B. Keck, H.G. Hofmann, C. Rohkohl, and J. Hornegger

Accelerated C-arm Reconstruction by Out-of-Projection Prediction . . . . . . 78
H.G. Hofmann, B. Keck, and J. Hornegger

PHACT - Phase-Contrast Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
W. Haas, P. Bartl, F. Bayer, J. Durst, T. Michel, A. Ritter, and

T. Weber, G. Anton, J. Hornegger

Eye - OCT, DTI and Fundus Imaging . . . . . . . . . . . . . . . . . . . . 85

Statistical Deformation Modeling of the Optic Disk . . . . . . . . . . . . . . . . . . . 87
R. Bock, J. Hornegger, and G. Michelson

A Framework for Voxel Based Analysis of the Optic Radiation Using
DTI in Glaucoma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

A. El-Rafei, T. Engelhorn, S. Wärntges, A. Dörfler, J. Hornegger,

and G. Michelson

Multiple Frame OCT Data Merging: A Wavelet Denoising Approach . . . . 91
M. A. Mayer, R. P. Tornow, and J. Hornegger

Optical Density of Macular Pigment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
A. Budai, J. Hornegger, G. Michelson, and R. P. Tornow

Implementation of an Intelligent Stimulator of Cyclopean Vision for
Olympic Fencers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

J. Paulus, J. Hornegger, and G. Michelson

Sorting of Histological Image Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
S. Gaffling and J. Hornegger

Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

Vessel Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
M. Spiegel, D. Schuldhaus, J. Hornegger, and A. Dörfler

Automatic Segmentation of Liver Lesions in CT Images by Means of
Cascaded Boosting Trees . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

A. Militzer

Lymph Node Detection in 3-D Chest CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
J. Feulner, K. Zhou, and J. Hornegger

Automatic Determination of Symmetry Plane / 4-D Brain PET
Tumour Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

P. Ritt, T. Kuwert, and J. Hornegger

TOF-Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111



VI

Rectification of Endoscopic Images by Gravity . . . . . . . . . . . . . . . . . . . . . . . . 113
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A New Benchmark for Evaluations in Image
Forensics

J. Jordan, C. Riess, and E. Angelopoulou

Pattern Recognition Lab, Department of Computer Science,
Friedrich-Alexander-University Erlangen-Nuremberg, Martensstr. 3, 91058 Erlangen,

Germany

Abstract. The lack of common data, ground truth and standardized
evaluation metrics hinders the comparative analysis of image forensics
algorithms for the detection of tampering artifacts. With that in mind,
we create a large, flexible database, that facilitates their performance
evaluation. We introduce a protocol for testing different methodologies
under various common assumptions and challenges in image forensics.

Image forensics is a relatively new research direction that aims to assess
the authenticity and originality of digital images. In blind image forensics we
concentrate on images from unsecured sources. This area quickly evolved in a
very active community in the last few years. A diverse set of techniques has
been developed, including (among others) the exploitation of camera hardware
properties, statistical approaches, detection of inconsistencies in the scene and
image processing artifacts. Please refer to [1,2] for an overview.

A large portion of the published work concentrates on the class of copy-move

forgery. This manipulation scenario features a simple workflow by the forger,
and prominent real world examples exist. A manipulation is concentrated around
the duplication of regions from the same image to either add information to an
image, or hide it. While there are many publications that propose a wide range
of features to classify duplicated regions, little is known about their detection
performances. Existing image databases in the field either consist of authentic
images (e.g. to test algorithms exploiting camera properties), or provide spliced
images, that were created automatically. These do not suffice to test for real-
world applicability or discriminate different forgery scenarios.

In our work, we created a dataset of 96 image manipulations that are well
controlled according to specific modifiers determining detection difficulty. These
are: relative size of the forgery, texture of copied regions and number of manip-
ulations per image. Also, the images come from four different sources (the web
and three single camera sources, one of which providing RAW images). For each
forged picture we provide the original image, the tampered image and pixel-wise
labeling. We also provide data necessary to recreate the manipulation. Figure
1 gives an example manipulation from the dataset, as well as its corresponding
image cutouts and ground-truth maps. The source region of the copy (Fig. 1c)
is vital for recreating the manipulation. This allows testing for algorithmic per-
formance under different circumstances, e.g. noise or compression introduced
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during the copy. For example, to test detection of double JPEG compression,
JPEG compression may be introduced only on the region to be copied, result-
ing in the same effect as if the information introduced to the image was drawn
from another compressed image source. On the other hand, copy-move forgery
detection (CMFD) methods can be evaluated using a specific ground-truth map
(Fig. 1e).

Unlike previously available data, the supply of pixel-wise ground-truth seg-
mentation allows a fine grained quantitative performance evaluation. We propose
the use of per-pixel false negative/positive measurements as a simple, yet effec-
tive metric for detection performance. Early tests showed that our benchmark is
capable of revealing specific strengths and weaknesses of state-of-the-art CMFD
methods.

(a) Original Image (b) Manipulated Image (c) Cutout

(d) Ground-truth Insert, Edit (e) Ground-truth for CMFD (f) Visible Copy

Fig. 1. Example data as available in our manipulation dataset. The original and
tampered image are shown in (a) and (b), respectively. In (c) the original region
used in the copying process is shown, that may also be needed to recreate the forgery,
while (f) shows the duplicated pixels present in the manipulated image. In (d) and
(e) ground-truth masks are depicted that can be used to evaluate different detection
scenarios.

References

1. Sencar, H. and Memon, N. Overview of State-of-the-art in Digital Image Foren-
sics Algorithms, Architectures and Information Systems Security pp. 325-344, Nov.
2008.

2. Farid, H. A Survey of Image Forgery Detection Signal Processing Magazine vol. 26,
no. 2, pp. 16-25, Mar. 2009.



On Physics-based Illuminant Color Estimation

C. Riess, J. Jordan, and E. Angelopoulou

Pattern Recognition Lab, Department of Computer Science,
Friedrich-Alexander-University Erlangen-Nuremberg, Martensstr. 3, 91058 Erlangen,

Germany

Abstract. We present our recent work on illuminant color estimation.
We adopted the inverse-intensity chromaticity space by Tan et al. and
examined its behavior and various assumptions with the goal of extend-
ing it for improved illuminant color estimation on natural images.

The color of an illuminant heavily influences the appearance of digitally cap-
tured objects. Color features for high level computer vision task like recognition,
tracking and detection of objects are therefore inherently dependent on the illu-
mination conditions. The problem of neutralizing the effects of the illumination
color is known as color constancy. It is typically assumed that the knowledge
of the color of the dominant light source suffices to correct the image for the
most disturbing illumination effects. One physics-based approach is to use the
dichromatic reflectance model [4] to express the relationship between incident
light, surface material and geometry. In our group, we examine ways to re-
lax widely-used, yet constraining, assumptions in order to make physics-based
methodologies applicable to natural images. As a first result, we present a novel
illumination estimation method that takes different votes on the illuminant color
and makes a consensus decision afterwards.

1 Physics-Based Illuminant Color Estimation as an
Image Semantics Clue

We investigated the behavior of the inverse-intensity chromaticity (IIC) illumi-
nant estimation by Tan et al. [5] on real-world images downloaded from the
web. The method consists of two parts: first, a specularity segmentation, and
second, the estimation of the illuminant color from the segmented pixels. We
found that the specularity segmentation might complicate the estimation. Fur-
thermore, we did experiments towards a confidence measure for the illuminant
color estimation. In IIC-space, the illuminant color is determined as the preva-
lent y-axis (ordinate-) intercept of intersecting lines which are derived from the
distribution of specular pixels in this space. Tan et al. proposed to find this
y-intercept via Hough transform. We examined the distributions in Hough space
as a means of automated self-assessment. Indeed, the shape of the prominent
mode in this distribution seems to provide information appears on how well the
specularity-segmented pixels fit the underlying physics-based model [2].
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In future work, we aim to expand on the analysis of these distributions to-
wards a more robust confidence measure for this illumination estimation in IIC
space.

2 A Common Framework for Ambient Illumination in
the Dichromatic Reflectance Model

The dichromatic reflectance model is the core of most physics-based algorithms
for illumination color estimation. Maxwell et al. [1] recently proposed an exten-
sion of this model, the Bi-Illuminant Dichromatic Reflectance (BIDR) model.
This extension contains a term for a second illuminant. Interestingly, this ex-
tension can be seen as a theoretical basis for several algorithms that deal with
two illuminant cases (for example, see Fig. 1). Most prominently, shadow detec-
tion algorithms often model ambient illumination as a second global light source.
In our paper [3], we show connections between different shadow detection meth-
ods via the Bi-Illuminant Dichromatic Reflectance Model. Our ultimate goal is
to find a way to exploit the BIDR model directly, in order to obtain more general
methods for handling two-illuminant scenarios.

Fig. 1. A scene with illumination that comes from only one direct source (left), only
ambient illumination (middle), and both ambient and direct sources (right).
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1. Maxwell, Bruce, Friedhoff, Richard and Smith, Casey, A Bi-Illuminant Dichromatic
Reflection Model for Understanding Images, IEEE Conference on Computer Vision
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Skin Segmentation and the Compensation of
Illumination Color

E. Eibenberger1,2,3 and E. Angelopoulou1

1 Pattern Recognition Lab, Department of Computer Science,
Friedrich-Alexander-University Erlangen-Nuremberg, Martensstr. 3, 91058 Erlangen,

Germany
2 International Max Planck Research School for Optics and Imaging

3 Erlangen Graduate School in Advanced Optical Technologies (SAOT), Germany

Abstract. Computer vision applications addressing the detection and
recognition of humans often require the segmentation of skin regions as a
pre-processing step. Compared to structural information, color cues have
the advantage to be relatively invariant regarding scale and orientation.
However, as the appearance of the skin color is dependent on the illumi-
nation color, skin segmentation approaches have to compensate for these
variations. In this paper, a small review of skin segmentation approaches
is given, whereas the focus is on the adaptation to the illuminant color.

Many computer vision applications dealing with the detection and recogni-
tion of humans and their activities require the segmentation of skin regions as
a pre-processing step. Examples for such systems can be found in the fields of
surveillance, human computer interaction and face recognition [2]. Although,
color cues have several advantages, the utilization of color information is often a
challenging task, as in images the appearance of the skin color is dependent on
different factors, such as illumination, ethnicity, camera characteristics etc. Fig-
ure 1 shows examples of the appearance change due to illumination variations.

The reviews by Kakumanu et al. [2] and Vezhnevets et al. [7] illustrate that an
extensive body of work on skin segmentation exists. A small set of techniques
applies explicitly defined color thresholds, which are empirically determined.
These approaches are often too inflexible and cannot easily adapt to illumination
variations. The largest group of approaches uses machine learning techniques
to estimate the probability of skin pixels. Although these approaches are more
flexible, their degree of illumination adaptability is sensitive to the training set.
Illuminant colors outside the training data can not be handled well.

Some methods exist that are explicitly designed for handling illumination
variations. They can be separated into two categories: a) color-constancy tech-
niques and b) dynamic adaptation techniques. For the first group an estimate
of the illuminant color is used to create a new normalized image, where colors
are independent of the incident illuminant. In the second group the skin-color
model is transformed according to the measured variations in the image col-
ors [2]. Some illuminant adaptive methods have restrictive requirements, like
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the method developed by Do et al. [1], which is constrained to frontal face im-
ages. Other techniques depend on training data, like the approach presented by
Sun [6], and do not explicitly use the illuminant color.

Another group of physics-based approaches analyzes the change of the skin
locus [4] under varying illumination. With respect to normalized RGB space,
Martinkauppi et al. [3] showed that for different illuminant colors the skin pixels
lie inside a region which can be bounded by two quadratic functions. Fur-
thermore, Störring et al. [5] showed that for a known camera and known color
temperature of the illuminant the search area for skin color can be adjusted ac-
cordingly. The normalized RGB space has also been used for illuminant-invariant
tracking and locating image-specific skin clusters. All prior research on skin lo-
cus uses the normalized RGB space which is mathematically more complex and
which often makes the explicit knowledge of the illuminant color temperature
mandatory. However, color temperature is more difficult to extract than the
illuminant color.

The goal of this project is the development of a robust illumination-adaptive
skin segmentation approach. Thereby, the focus is on physics-based skin mod-
els. Particular attention should be paid to the reliable detection of different
ethnicities and the handling of atypical illumination colors. For quantitative
evaluations, a database with ground truth segmentations has to be created. The
database needs to contain skin and non-skin objects and a variety of different
ethnicities and illumination colors.

Fig. 1. Examples of skin under different lighting conditions.
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Body Sensor Networks in Sports and Healthcare

P. Kugler1, U. Jensen1, and H. Schlarb2

1 Pattern Recognition Lab, Department of Computer Science,
Friedrich-Alexander-University Erlangen-Nuremberg, Martensstr. 3, 91058 Erlangen,

Germany
2 adidas innovation team (a.i.t.), adidas AG, Germany

Abstract. Body sensor networks are networks of small sensors that can
be directly worn on the body. The goal of this project is to explore the
application of methods from pattern recognition to biomechanical and
medical problems using such body sensors. A main aspect is hereby he
investigation and development of embedded support systems in the area
of sports and health care.

1 Body Sensor Networks

Embedded systems are omnipresent in many aspects of daily live, e.g. in modern
cars, mobile phones or medical implants. Due to the increasing miniaturization
such embedded sensor systems can be built in very small packages containing
various sensors, a wireless transmitter and a microcontroller.

Fig. 1. Schematic overview for a typical Body Sensor Network (BSN). Various wearable
sensors transmit information to a smartphone, which aggregates the data, performs
classification and gives feedback to the user. Additionally the data can be transmitted
to a central data storage and to health care providers or trainers. (Image from [2])
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Today there are sensor nodes availiable that can measure heart rate, muscle
activity or motion, using various sensors like accelerometers, magnetometers or
micromechanical gyroscopes. These nodes individually record and process the
sensor data and then transmit it via wireless to a local central node (e.g. a PC
or a smart phone), which further analyses the data, provides feedback to the
user or transmits the data to a remote server [1].

2 Applications

Within the scope of this project different applications of body sensor networks
shall be explored and improved. This includes medical applications [2], as well
as novel systems in the digital sports domain. With such small systems it is
imaginable to directly integrate such sensors into intelligent sports equipment,
where they might directly support or help athletes. Today it is already possible
e.g. to measure the heart rate using sensors directly embedded into a shirt and
provide this information to the athlete. Another example for such an intelligent
sports equipment is the adidas 1 shoe, which is able to adapt the shoe cushioning
automatically to changing surface conditions and the current needs of the athlete
[3].

Fig. 2. The adidas 1 intelligent running shoe. It consists of a magnetic sensor ele-
ment that can measure heel compression, a embedded microcontroller that performs
classification and a motor which can adjust the stiffness of the sole.

3 Project Outlook

To achieve this goal, methods from pattern recognition will be employed to
develop novel ways of processing and classifying data from wearable sensor
networks. The focus will be on the analysis of human movements using kine-
matic and kinetic parameters, as well as the assessment of muscle activity using
electromyography (EMG). Subsequently the integration of different sensors into
sportswear and potential embedded processing methods of the measured signals
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will be studied. The concepts from pattern recognition will then be used on the
embedded systems to extract information of interest from the data and provide
it to the user. Examples for such information include the degree of fatigue or
assessing the health aspect of certain motion sequences, e.g. running. This will
lead to the invention of lightweight, mobile support systems, which can directly
support, guide or motivate athletes and might help to prevent possible injuries.
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Abstract. In this work we discuss the problem of efficiently positioning
samples on Particle Filters. The concentration of particles resulting from
the resampling step of these filters very often leads to under- and over-
sampling problems. An optimal compromise between computational ef-
fort and precision is directly dependent on the amount of samples and
their position in space. In our approach, we tackle these problems by
aligning the samples to an adaptive grid. Particles are deterministically
allocated, while their movement is still determined by the system dy-
namics and standard resampling strategies. Concentration of particles,
as well as volume coverage, is intuitively controlled by limiting the voxel
sizes. The benefits of such an approach are discussed in this work.

The overall objective of tracking is to estimate a state xt given all the mea-
surements z1:t up to a given time t. In other words, the goal is to construct the
probability density function (pdf) p(xt | z1:t). A Particle Filter (PF) recursively
estimates this function by alternating two steps: the prediction step estimates
the new state given the dynamic model of the system and the previous estima-
tions; in the update step, the posterior probability is calculated based on the
predicted state density and the current measures. These steps are recursively
applied over discrete samples, representing the pdf. The true pdf is approached
when the number of samples approximates infinity. Since this is not feasible
in practice, the idea is to move particles with low likelihood in one iteration,
to regions with higher probability in the next iteration. As the result, a good
estimation of the pdf may be reached with a relative small number of samples.
Despite the achieved benefits, this strategy presents also some side effects. As
samples converge to a given region, large areas of the parameter space start
lacking coverage. In tracking, new modes may be completely lost. Furthermore,
over-sampling may also occur in some regions, which leads to a waste of compu-
tational resources. These problems can be seen in Fig. 1, in a lane boundary
tracking application. The left hand side image shows three lane boundaries be-
ing followed. Due to the low contrast on the shadow areas, all particles tend to
move to good visible markers in the upcoming frames. The result is shown in
the right hand side image. The system would not be able to recover the middle
and left boundaries due to the lack of samples, while an excessive amount of par-
ticles would be allocated in tracking the right boundary. Previous approaches
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Fig. 1. Mode Miss Example in Lane Boundary Tracking

tackling the positioning problem focus on deriving a better proposition for the re-
sampling step. For a work in this direction the reader is referred to [1]. Attempts
to adapt the number of particles cal also be found in the literature (see [2] for a
good reference). Unlike previous systems, our approach tackles the positioning
problem by simply aligning particles to an adaptive grid. The first expected
advantage is on the evaluation of the likelihoods (i.e. update step). It can be
accomplished departing from the parameter estimate, like in standard particle
filters. However, due to the deterministic positions, it may be more efficient, for
some applications, to find which particles are affected by a given input sample
(i.e. like in Hough transform). The adaptation of the grid is achieved through
the same principles applied in sequential Monte Carlo methods. Each voxel,
represented by a particle in its center, is resampled and a new state is predicted.
A new grid is then calculated as follows: starting from a representation with the
maximum voxel size, assuring coverage, voxels are subdivided within an octree
according to the amount of particles present in its volume. Over-sampling is then
easily avoided by limiting the depth of subdivisions. The grid representation also
allows different resampling approaches. The volume of the voxel is associated
with the information provided by the neighbors. It, thus, allows particles to be
positioned in more restricted regions. Calculation of discrete marginals are also
made possible and that may lead to different resampling strategies. Clustering
and mode finding can also be achieved more efficiently through the use of a grid
representation. We are currently evaluating our method, to quantitatively and
qualitatively support the proposed approach. Further work on resampling, tem-
poral constraints, as well as on the adaptation of particle set and voxel sizes, are
planned for the near future. Early results already showed promising results for
some subset of applications.
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Abstract. Pulmonary valve disease affects a significant portion of the
global population and often occurs in combination with other heart dys-
functions. Emerging interventional methods enable percutaneous pul-
monary valve implantation, which constitute an alternative to open heart
surgery. As minimal invasive procedures become common practice, imag-
ing and non-invasive assessment techniques turn into key clinical tools.
In this paper, we propose a novel approach for intervention planning
as well as morphological and functional quantification of the pulmonary
trunk and valve. An abstraction of the anatomic structures is repre-
sented through a four-dimensional, physiological model able to capture
large pathological variation. A hierarchical estimation, based on robust
learning methods, is applied to identify the patient-specific model pa-
rameters from volumetric CT scans. The algorithm involves detection of
piecewise affine parameters, fast centre-line computation and local sur-
face delineation. The estimated personalized model enables for efficient
and precise quantification of function and morphology. Experiments per-
formed on 50 cardiac computer tomography sequences demonstrated the
average speed of 202 seconds and accuracy of 2.2mm for the proposed
approach.

1 Introduction

Valvular Heart Disease (VHD) is an important cardiac disorder that affects a
large number of patients and often requires operative intervention. Until re-
cently, the pulmonary valve replacement has been performed surgically on open
heart, with all associated risks. Percutaneous pulmonary valve implantation
(PPVI) is a new developed technique for transcatheter placement of a valve
stent. The main difficulties of PPVI are: the assessment of the pulmonary
trunk and the right ventricle outflow track (RVOT < 22mm) before treatment,
the classification of patients suitable for the procedure and identification of the
exact location for anchoring the stent. Hence, precise assessment of the mor-
phology and dynamics is crucial for the pre-procedural planning and successful
intervention of PPVI.
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2 Model Representation

Initially, the pulmonary trunk is represented by five anatomical landmarks:
Trigone, RVOT, Main-Bifurcation, Left-Bifurcation and Right-Bifurcation.

Constrained by the landmarks, the artery center line form the second ab-
straction layer (see Fig. 1(b)). The Main Center Line is bounded by the RVOT
and Bifurcation. The Left and the Right Center Lines extend from the main
bifurcation landmark to the Left-Bifurcation and Right-Bifurcation landmark,
respectively.

The main pulmonary artery along with its bifurcations is modeled as para-
metric closed surface similar to a deformed cylinder. NURBS are used as the
parametric representation due to the compact mathematical formulation and
convenient properties.

Fig. 1. Model representation

3 Model Estimation

The segmentation task is performed by fitting a 4D generic model to the patient
specific image data [2]. The proposed workflow, from modeling to quantification,
involves three stages. In the first place, a generic model of the pulmonary artery
(see Section 2) is computed from a comprehensive training set. This is fitted to
the available volumetric scans using robust machine-learning methods in order
to obtain a patient specific physiological model. Finally, the morphology and
function of the artery is efficiently quantified from the personalized abstract
representation.

4 Results

The performance of the proposed approaches is evaluated on 50 4D CT (503 vol-
umes) studies, associate with a manual annotation considered to be the ground
truth. Included data of patients with various ages (from 5 months infant to 65
years old adult) lead to significant differences in morphology and pathology of
the pulmonary trunk. CT data is acquired using different protocols, resulting in
volume sizes between 153 × 153 × 80 and 512 × 512 × 350 and voxel resolutions
from 0.28mm to 2.0mm. The accuracy of our detection framework is evaluated
by using a three-fold cross validation and an average precision of 2.2 mm and
computation time of 202 sec on a standard 2.0GHz Dual Core PC.
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Abstract. Disorders of the heart valves constitute a considerable health
problem and often require surgical intervention. Recently various ap-
proaches were published seeking to overcome the shortcomings of cur-
rent clinical practice, that still relies on manually performed measure-
ments for performance assessment. Clinical decisions are still based on
generic information from clinical guidelines and publications and per-
sonal experience of clinicians. We present a framework for retrieval and
decision support using learning based discriminative distance functions
and visualization of patient similarity with relative neighborhood graphs
based on shape and derived features. We considered two learning based
techniques, namely learning from equivalence constraints and the intrin-
sic Random Forest distance. The generic approach enables for learning
arbitrary user-defined concepts of similarity depending on the applica-
tion. This is demonstrated with the proposed applications, including
automated diagnosis and interventional suitability classification, where
classification rates of up to 88.9% and 85.9% could be observed on a set
of valve models from 288 and 102 patients respectively.

1 Learning discriminative distance functions

Generally we address two tasks: retrieval of similar cases using a learned distance
function, which measures the similarity of two particular shapes, and a binary
classification problem, based on geometric valve models and derived features as
described in the previous section. The second task can actually be formulated
using the first[3,5]. So instead of learning a classifier directly, we choose learning
distance functions instead and divide the learning process into two sequential
steps, i.e. distance learning followed by classification or clustering, where each
step requires search in a less complex functional space than in the immediate
learning[3]. The labels for classification y ∈ {−1,+1} are chosen depending on
the application. Each case is represented with a parameter vector C containing
the N 3D points Pi of the respective model and a set of M additional features
Fi derived from the model, depending on the application:

ŷ = argmax
︸ ︷︷ ︸

y∈{−1,+1}

(p(y|C)) C = ((P x
1 , P

y
1 , P z

1 ), · · · , (P x
N , P

y
N , P z

N ), F1, · · · , FM )

(1)
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2 Application to heart valves

Fig. 1. Workflow of our framework for the application of PPVI selection.

The basic workflow within our framework is visualized in Fig. 1: A 4D acqui-
sition (Fig. 2) is loaded into the modeling component, which then generates the
personalized 4D models. These are passed on to the retrieval component, which
finds similar valves and classifies them depending on the application (PPVI suit-
ability in this case). A neighborhood graph is generated and presented to the
user, who can inspect the similar valves and patient records to then find a di-
agnostic or treatment decision. Such a graph is an expressive way of presenting
relevant information. Image thumbnails allow for easily identifying the different
cases and their shape characteristics. From the graph, one may easily com-
prehend patient distribution according to the studied similarity context and see
patient groupings, identify outliers, easy to classify cases and the borderline cases
classification for which is likely to be uncertain. In our framework shape simi-
larity can be defined arbitrarily and depending on the purpose and enables for
different applications in field of decision support for VHD such as shape-based
diagnosis and patient-suitability selection for particular interventions such as
percutaneous pulmonary valve implantation.
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Abstract. An efficient and robust approach for respiratory self-navigation
is introduced in the field of coronary MRI. This approach features the
uniform distribution and intrinsic interleaved arrangement of the projec-
tions of an innovative 3D spiral phyllotaxis trajectory and a new method
for the suppression of the unwanted signal, based on the combination
of local coil elements. During interleaved, ECG-triggered examination
the relative displacement of the heart due to the respiratory motion is
extracted directly from the SSFP echoes used for cardiac imaging. Thus,
retrospective, rigid-body, motion correction is performed online.

1 Introduction

Respiratory motion is the major source of artifacts in ECG-triggered coronary
MRI [1]. Free breathing techniques featuring hardware or software devices, such
as respiratory belts or pencil beam navigators, can minimize respiratory artifacts
and reduce the need for patient cooperation. These techniques, however, can be
affected by hysteretic effects, non ideal positioning of the navigator and temporal
delays. Irregularities in the breathing pattern usually lead to prolonged scan
times and reduced acquisition efficiency, thus resulting in poor image quality.
Self-navigated, free-breathing, whole heart 3D radial coronary MRI potentially
overcomes these drawbacks. While the radial 3D trajectory proves to be robust
against motion and radial undersampling, scan efficiency can be increased by
the adaptation to self-navigation. Moreover user-dependency is reduced, since
the preparation for locating individual anatomical details and the placement of
the navigator are no longer needed.

2 Methods

Whole heart 3D radial acquisition was performed with a new interleaved 3D
spiral phyllotaxis trajectory, recently described in [2]. The trajectory intrinsi-
cally features: 1) a uniform distribution of the projections and 2) reduction of
the eddy current effects. The former property allows the application of a simple
density compensation algorithm, while the latter leads to an improved image
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quality. An extra radial projection, oriented along the superior-inferior (SI) di-
rection [3] was added at the beginning of each interleave and used for respiratory
navigation. The contribution of the unwanted signal to the SI projection coming
from external anatomical structures, such as arms and chest wall, was reduced
using a new coil combination technique, based on the Siemens local array coil
technology [4]. After normalization, a cross correlation algorithm was then ap-
plied in order to calculate the relative respiratory motion for each interleave.
This value was directly used for in-line motion correction. The new approach
was compared to a 3D radial navigator gated acquisition in 8 healthy volunteers.

3 Results and Outlook

The total acquisition time was reduced from an average of 15 minutes to 7
minutes. Robustness and efficiency of the new method were proved even in case
of volunteers presenting a high variability in the breathing pattern. An improved
image quality was achieved in all self-navigated acquisitions and an example is
displayed in Fig. 1. More extensive clinical studies and further improvements in
the motion correction algorithm are planned.

Fig. 1. Detail from a curved reformat of the right coronary artery (RCA) for one of
the volunteers. The acquisition was performed with: (a) a 3D radial navigator gated
technique, as reference, and (b) the new self-navigated technique. The acquisition time
of (b) was halved and an improvement of the image quality can be noticed particularly
in the distal part of the vessel.
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Abstract. In modern oncology, thermal ablations are increasingly used
as a regional treatment option to supplement systemic treatment strate-
gies such as chemotherapy and immunotherapy. The goal of all thermal
ablation procedures is to cause cell death of disease tissue while sparing
adjacent healthy tissue.

1 Introduction

There is growing interest in thermal ablation therapies as minimally invasive
alternatives to surgery, particular for patients that are poor surgical candidates.
Real-time assessment of thermal damage is the key to therapeutic efficiency and
safety of such procedures. Magnetic resonance thermometry is capable of mon-
itoring the spatial distribution and temporal evolution of temperature changes
during thermal ablations. In this work, we present an advanced monitoring sys-
tem for MR-guided thermal ablations that includes multiplanar visualization,
specialized overlay visualization methods, and additional methods for correcting
errors resulting from magnetic field shifts and motion. The primary purpose of
this work is to provide clinicians with an intuitive tool for accurately visualizing
the progress of thermal treatment at the time of the procedure. Importantly,
the system is designed to be independent of the heating source. The presented
system is expected to be of great value not only to guide thermal procedures but
also to further explore the relationship between temperature-time exposure and
tissue damage. The software application has been validated with clinical data.

2 Methods

The presented thermotherapy guidance tool, referred to as TMAP, was imple-
mented in C++ within the eXtensible Imaging Platform and integrated into
the Interactive Front End (IFE) [2], a prototype for advanced visualization and
real-time parameter control of image acquisition. Seamless integration with the
IFE supports the thermal ablation workflow from placing the ablation device to
online monitoring of the progress of ablation. The full application runs on an
independent PC connected to the standard Siemens MR scanner network via
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Ethernet and receives magnitude and phase images acquired by the MR system
in real-time.

In our system, we used the temperature dependence of the proton resonance
frequency (PRF) [1] for spatial and temporal temperature measurements during
the intervention. The TMAP tool has been developed to be compatible with
gradient echo, single shot EPI and segmented EPI PRF sequences. To provide
an intuitive and clear user interface, the presented TMAP application features
visualization of up to three multiplanar slices during the thermal ablation (Fig.
1). Systematic on-line quality control of temperature measurements is carried
out online to ensure the reliability of the displayed temperature maps.

Fig. 1. Screen capture of the monitoring and guidance system for minimal-invasive
thermal therapy showing a respiratory belt triggered laser-induced thermal ablation.

3 Conclusion

We have created a promising new system to guide and monitor thermal ablations
with the purpose of facilitating accurate temporal and spatial control of heat
deposition during the intervention.
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Abstract. Providing surgeons with 3-D reconstructed cardiac volumes
intra-operatively is a significant step forward in cardiac interventions.
However, visual information often is insufficient for interventions aimed
at treatment of coronary vessel disease. In these cases quantitative data,
such as vessel diameter, tortuosity, calcification and spatial orientation
are also required. This work states its purpose to provide 3-D coronary
vessel segmentation which is a necessary basis for further quantitative
estimations.

1 Introduction

3-D imaging of the coronary tree from a single 5-second rotational angiogra-
phy (C-arm CT) is challenging due to the cardiac motion. Recent techniques
achieve 3-D reconstruction of the coronary tree by estimating and compensating
the coronary motion field which results in good visual quality of the volume,
but nevertheless blurred and not appropriate for quantitative measurements.
However, topology can be extracted from this 3-D reconstructed volume and
numerical parameters of vessels can be estimated in 2-D projection images. In
this work we focus on the first step - segmentation of coronary vessel tree in a
3-D C-arm CT reconstructed volume.

2 Methods

Reconstructed and motion compensated 3-D cardiac volumes are illegible and
have streak artefacts. Therefore, vessel enhancement filtering [1] is applied as a
preprocessing step.

The vessel enhancement filtering considers vessels as tubular structures and
is based on the analysis of a Hessian matrix. For each voxel of a volume its
likeliness of being a vessel, called vesselness, is computed. It depends on the
relation of eigenvalues of a Hessian matrix and can be represented in different
ways. In this work we used the representation of Sato [2], which is strictly
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speaking a likeliness measure of a voxel to be a part of a line structure in 3D
volume:

V (x) =







λ2 · e
−

λ2
1

2(αλ2)2 , ifλ2 6= 0

0 , otherwise

(1)

where V (x) is a vesselness measure, λ1, λ2 denote the eigenvalues of a Hes-
sian matrix at a current voxel x, α is an adjustable parameter. Eigenvalues are
sorted in a descending order: |λ1| > |λ2| > |λ3|.

The Hessian matrix is computed at each voxel of the image, which was pre-
viously smoothed with Gaussian filter. To enable enhancement of vessels of
different width the size of Gaussian kernel is varied. The final vessel-enhanced
image represents a collection of the best responses of the vesselness filter at each
voxel.

Fig. 1. 3-D Coronary vessel segmentation: left - original data volume, right - result
after the segmentation algorithm

The preprocessed image is then binarized with the thresholding operator in
order to determine seed points. These seed points are used for an initialization
of the region growing algorithm. Region growing algorithm is used for the final
segmentation of the vessel tree from the enhanced volume.

3 Conclusion

The proposed method was evaluated on eight C-arm CT real-data sets. One of
the cases is presented in Figure 1. The results show that the algorithm is able
to segment large branches of coronary tree confidently.
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Segmentation of smaller vessels needs further improvements of the proposed
algorithm. The reason of omitting smaller vessels is vanishing of vesselness
measure in the points of bifurcations. In future work this problem is supposed
to be solved by adding the information about vessel direction, which can be
extracted from eigen vectors of Hessian matrices. Additionally it is planned to
create a proper evaluation scheme to assess the algorithm.
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Abstract. Feature detection for ear impressions is a challenging task
due to the high variability of organic shapes. A further drawback is the
high amount of noise in the data due to the acquisition procedure. To
improve accuracy and robustness we apply clustering as a preprocessing
step to identify regions of interest. This additional information allows
the analytical algorithms to perform better and suppresses outliers.

1 Introduction

The manufacturing of customized hearing aids is a tedious and error-prone pro-
cess. To eliminate the dependency on human skill and expertise and automation
framework was developed by Sickel et al.[1]. The framework utilizes an expert
system, which stores the design process in its knowledge base. The encoded
rules are using features detected on an ear impression, see Fig. 1. Therefore, the
accuracy and robustness of the detected feature is crucial for the final result.

Fig. 1. On the left a subset of the point features and on the right a subset of the plane
features is depicted.
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2 Method and Results

The algorithms for the feature detection are described in [2]. The detected
features are comprised of point, plane, ridge and area features. They describe
the important anatomical features of an ear.

However, the algorithms suffer from the fact, that no previous knowledge is
used to guide the detection. Our approach will add this knowledge by identifying
regions of interest for every feature. This is achieved by applying the following
steps:

– Clustering a dataset of about 400 ear impressions.
• Clustering is done by registering the ear impressions, with a specifically

adapted ICP algorithm. The adaptations include a pre-registration using
the centerline of the impressions. The ICP algorithm uses the point-to-
plane error metric [2].

• Hierarchical clustering is applied since the number of natural clusters is
unknown.

• Heuristics, analyzing the similarity level are used to identify the natural
number of clusters [4].

– Cluster centers are labeled by an expert.
– For each new impression the best cluster is identified and the labeled features

are used as starting point for a local feature detection.

The first prototype results of the system proved the effectiveness of the idea
by correcting the feature detection for a known problematic ear impression.

3 Outlook

The next steps will be the evaluation of the clustering results and labeling of
the cluster centers. Furthermore the current feature detection algorithms have
to be modified to utilize the additional information.

References

1. Konrad Sickel; Sajjad Baloch; Vojtech Bubnik; Rupen Melkisetoglu; Sergei Az-
ernikov; Tong Fang; and Joachim Hornegger: Semi-Automatic Manufacturing of
Customized Hearing Aids Using a Feature Driven Rule-based Framework. In Pro-
ceedings of the Vision, Modeling, and Visualization Workshop (VMV), pp. 305–312,
2009, Braunschweig, Germany.

2. Sajjad Baloch; Rupen Melkisetoglu; S. Flory; Sergei Azernikov; Greg Slabaugh; and
Tong Fang: Automatic Detection of Anatomical Features on 3D Ear Impressions
for Canonical Representation. In Proceedings of International Conference, Medical
Image Computing (MICCAI) 2010, 2010 (accepted).

3. Szymon Rusinkiewicz and Marc Levoy : Efficient variants of the ICP algorithm. In
Third International Conference on 3D Digital Imaging and Modeling (3DIM), pp.
145–152, 2001, Quebec City, Canada.

4. R. O. Duda; P. E. Hart; and D. G. Stork: Pattern Classification: Pattern Classifi-
cation Pt.1, 2nd edition 2000, John Wiley & Sons.



Texture Analysis of 3-D Ultrasound Data

E. Kollorz1,2, J. Hornegger1, D. Schmidt2, and T. Kuwert2

1 Pattern Recognition Lab, Department of Computer Science,
Friedrich-Alexander-University Erlangen-Nuremberg, Martensstr. 3, 91058 Erlangen,

Germany
2 Department of Nuclear Medicine, University Hospital Erlangen, Krankenhausstr.

12, 91054 Erlangen, Germany

Abstract. The goal of this work is to develop methods that classify
nodule types within the thyroid gland to get a 3-D segmentation. This
facilitates therapy planning and allows to study the growing behavior
and the shape of thyroid nodules. Our approach is based on texture
features and support vector machine.

1 Motivation

The standard examination of thyroid nodules with ultrasound is done in 2-D.
To get the volume of the observed nodule the three major axes of the nodule are
measured with two orthogonal 2-D slices. The measured distances are multiplied
by a fixed factor of 0.52 to get the “ellipsoid” volume. To track the growth of
the nodule the patient will revisit the hospital approximately every third month.
Fig. 1 (a) shows that sometimes no clear boundary of the nodule exists and
therefore measurements can differ. The physician also looks at the echogenicity
pattern of the nodule. We work with 3-D ultrasound (US) volumes to get a
precise 3-D segmentation. Fig. 1 (b) shows a cropped 2-D slice of a 3-D volume.

2 Methods

First, the 2-D slices of the volume were divided into subregions for computing
gray level co-occurrence matrices (GLCM) of each subregion [2]. The GLCMs
were computed with four different orientations (0◦, 45◦, 90◦, 135◦) and selected
neighbor distances d ∈ 1, . . . , 4. Based on these 16 GLCMs, 14 original features
described by Haralick et al. [1] were used as well as some additional ones, e.g.
energy, dissimilarity, autocorrelation, GLCM mean, intensity mean, . . . . For
each distance, the values were averaged over the orientations to achieve rotation
invariance. Hence, we got a feature vector with 82 components in total for each
subregion. A support vector machine (SVM) with different kernels was then
used to classify these subregions.
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(a) Volume estimation of the nodule with
one of the two 2-D slices

(b) Hypoechoic, cystic nodule in
the thyroid gland (a cropped 2-D
slice of the 3-D volume)

Fig. 1. 2-D B-mode image and 2-D slice of a 3-D US volume of a hypoechoic, cystic
thyroid nodule.

3 Results

Our preliminary results were generated using one volume containing a hypoe-
choic and cystic nodule. However, a bigger evaluation on our current database,
including 28 patients with 49 nodule volumes, will follow. These volumes rep-
resent the first examination of a long-term observation. The follow-up exami-
nations will be in approximately three month cycles. Different nodule types are
included in the database: hypoechoic and cystic, complex echoic, and isoechoic.

We did a balanced 10-fold cross validation on the subregions of this one
volume. Accuracy of 80%− 97% was achieved with a linear kernel (Table 1) for
each subregion size (8 × 8 − 32 × 32). In addition, normalized cross-correlation
(NCC) was computed to identify highly correlated features. The 22 features for
one distance can be reduced to approximately 10-15 in subregions.

Boxsize Number of Linear Polynomial RBF Sigmoid
samples (+/-) kernel kernel kernel kernel

8 2190 80.61% 77.53% 80.18% 79.22%
16 510 86.86% 76.86% 83.13% 78.92%
24 190 88.42% 76.84% 85.26% 81.57%
32 80 97.50% 82.50% 97.50% 98.12%

Table 1. Accuracy results with penalty term C = 150 for four different kernels. For
a subregion of 8 × 8, 2190 positive and 2190 negative samples were extracted from
selected slices.
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Interaction in the ISA-House — On-Talk vs.
Off-Talk
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Abstract. In this article we present our experiments on the automatic
detection of focus of attention of a speech-controlled home-assistant sys-
tem: On-/Off-Talk. Based on prosodic features we achieved a error rate
of approx. 25 % on a SVM (support-vector-machine).

1 Introduction

The intelligent, senior-adapted House (ISA-House) is a living room with an in-
tegrated assistance system which can be controlled by spontaneous speech. The
goal of such a system is to support the everyday life of elderly people and to
elongate their independency. To achieve this, usability studies were performed
to find out the needs of elderly people and to record speech data. The acquired
speech data is pooled in the FAU IISAH Corpus [1]. Next to transcribed speech
for training a speech recognizer adapted to the voice of elderly people the FAU
IISAH Corpus contains labeled dialogs whether the user talks to the system
(On-Talk) or not, for example to someone else (Off-Talk).

2 Experiments and Results

The here presented work refers to experiments to decide automatically between
On- and Off-Talk. An initial approach is based on the assumption, that people
change the intonation of their utterance to indicate an interaction. Therefore
prosodic features (187) of each utterance in the FAU IISAH Corpus are calcu-
lated over voiced segments. Subsequently the features are modeled by a simple
average/mean over all segments per turn, so that each utterance is represented
by a feature vector of 187 elements. Based on correlation the best features were
selected. After separating the data in training and test (66 %/33 %) three classi-
fiers were utilized: nearest neighbour, bayes and SVM (support vector machine).
The SVM gave the best results with an error rate of 25.36 %.

With a closer look on the selected features nine out of the ten highest ranked
features of the 187 prosodic features are energy based. With respect to this an
inspection of the recorded speech data supported this. In figure 1 a representative
sample wave form for On-Talk and Off-Talk is presented. One clearly can see
the difference in energy in the wave forms.
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Fig. 1. Energy-based difference between On- and Off-Talk: representative sample wave
form for On-Talk (left image:”Dann schalten wir *des Licht ein, oder?”) and Off-Talk
(right image: ”*Bin g’spannt, welcher Termin er *etsa löscht.”). The x-axis represents
the timeline and the y-axis the amplitude of the sample sounds.

3 Outlook

The here presented approach for On-/Off-Talk detection is based on pre-segmented
utterances. This does not reflect the reality where a system must decide in re-
altime if the user talks to him or not. Therefore the utterance-based analysis
must be extended to an online-based: Each frame of the short-term analysis has
its own estimation of On-/Off-Talk (probability) processed during talking.
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Abstract. The aim of this work is to reduce influences of examiners at
psychometric tests for the example of the ”Syndrom-Kurztest”’ (SKT).
This means to increase the intersubjective conformance of the examiners
by acquiring validity increasing variables with the help of multimodal
sensors. Microphones, Eyetracker or Touch-Screen monitors are exam-
ples for such sensors.

1 Introduction

Particularly with regard to diagnosis and therapy control of age-related dis-
eases, e.g. dementia, the measurement of cognitive impairments takes on an
increasingly significant role. Within informARTik, it is investigated, whether
an interactive test system for the measurement of cognitive impairments can be
realized which is appropriate for the use in the field of telemedicine and which
can be independently used by the patient at home. Although there are also
other tests available [1] in the field of dementia, the basis for this investigation
is the SKT [2], an international validated performance test for assessing deficits
of memory and attention. The original material as well as the computerized
version [3] is shown in figure 1.

Fig. 1. Left: Original SKT, Right: Computerized SKT
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2 Integration of Multimodal Sensors

In an intelligent home environment one huge factor to execute a reliable test
is missing compared to the daily routine of a hospital: The surgeon with his
professional expertise. Independent of the place where the test is executed, a
reliable analysis of the test results strongly depends on additional information
about this test environment. In the clinical environment this data is already
given by the assessment of the situation through the supervisor. In case of
an intelligent home this information needs to be estimated by the analysis of
acquired sensors data. Sensor data used in this work to solve this task are:

– Physiological signals
– Speech
– Visual focus

Future evaluation studies with the focus group will show if the acquired data
from these sensors is sufficient to estimate the test situation and to provide the
surgeon all necessary information for a correct and reliable interpretation of the
test results.
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Abstract. The strong need for a robust and real-time transmission clas-
sification can be found both in civil and non-civil applications. In this
paper, we propose a new technique based on modern and low-complexity
object detection approaches. The transmission scanner uses a combina-
tion of Haar-like, cepstral and spectral features to detect and classify
different, co-occurring narrowband transmissions within wideband sig-
nals. The transmission scanner is evaluated with recorded real world
data in order to fulfill real conditions. The evaluation shows that this
system performs very well with up to 99.9% accuracy.

1 Introduction

To know what is on air has always been a strong interest of civil and non-civil
institutions. The civil area of research has the aim to detect white spaces in
frequency bands in order to establish secondary usage, as it is done in Cognitive
Radio (CR) [2]. In contrast to this, the non-civil institutions try to identify every
signal or a special type of signal. Both benefit from increasing instantaneous re-
ceiver bandwidths, made possible by Software-Defined Radio (SDR). The wider
the bandwidth, the higher the knowledge gain can be. The drawback of such a
wideband receiver is that the requirements for a real-time signal processing are
higher than before, as the search space increases. For the project KAIMAN, we
propose an adaptive classification framework, which is able to classifiy different
transmission standards.

2 Classification Framework

For classification it is necessary, to process different input data, delivered by a
wideband receiver. In case of a scanning receiver, the classifier operates in the
scan mode and receives only spectral information. If this is not the case, the
classifier obtains both spectral and time information. Both operating modes
are shown in Fig. 1. For classification a transmission class adapted 2-D mask
XM or 1-D mask xM is swept over the spectrogram or the spectrum. For every
position of the mask, features will be extracted and classified with an AdaBoost
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Fig. 1. An absolute, logarithmic spectrogram, containing several transmissions, e. g.,
STANAG-4285 and BAUDOT.

classifier. We use Haar-like features [3], cepstral features [1] and spectral features
to describe the different transmission standards. Table 1 shows the results of the
evaluation with real world signals. We obtained impressive classification rates
up to 99.9% and performed about 13.000 classifications per second, which is a
great step to real-time applications.

Scan Mode Non-Scan Mode

Transmission TP Rate FP Rate TP Rate FP Rate

BAUDOT 0.998 0.109 0.901 0.099

F3E SPEECH 0.929 0.004 0.945 0.003

J3E SPEECH 0.800 0.011 0.815 0.003

POCSAG 0.999 0.001 0.791 0.008
Table 1. Accuracy of the classifier with 30 iterations.
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Abstract. Dental rehabilitation by complete dentures is a state-of-the-
art approach to improve functional aspects of the oral cavity of edentu-
lous patients. We introduce a dataset of 13 edentulous patients that have
been recorded with and without complete dentures in situ. There are also
recordings of these patients that have been rated an insufficient fit. We
performed ASR experiment with an state-of-the-art system and showed
an performance increase of 27 % when sufficient dentures are worn.

1 Dataset

The dataset was first introduced in [1]. The original version contains 28 edentulous
speakers (see Fig. 1) with an average age of 64 ± 10 years. 13 out of these 28 patients
have been rated an insufficient fit of dentures. New dentures have been produced for
these patients. Three recordings are available for each speaker: without any dentures,
with sufficient dentures, with insufficient dentures. In each recording the text “Der
Nordwind und die Sonne” (NWS) was read. These speakers represent the basis of this
paper.

Fig. 1. Edentulous person

2 Experiments and Results

Based on the 13 speaker dataset described in Sec. 1 we performed different automatic
speech recognition (ASR) experiments. Our speech recognition system is based on
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dataset mean WA std. dev min WA max WA

without 60.06 ± 10.35 39.48 77.78
insufficient 64.35 ± 9.64 45.37 80.56
sufficient 70.91 ± 6.04 57.51 80.56

Table 1. Word accuracy (WA) result, according standard deviation and mini-
mum/maximum WA value for the three different subsets: Without wearing dentures,
with insufficient dentures, with sufficient dentures

semi-continuous Hidden Markov Models (HMM). Phones are modeled in a variable
context, the so-called polyphones. Details on the system can be found in [2]. As
recognition measure we calculate the word accuracy (WA)

WA = [1 − (nsub + ndel + nins)/nall] · 100 (1)

w.r.t. the NWS text. Here, nsub denotes the number of wrongly substituted words,
ndel the number of deleted words and nins the number of wrongly inserted words.

Table 1 shows the WA results we achieved on the three different subsets, i.e., with-
out, with insufficient and with sufficient dentures. The mean WA on recordings without
dentures (60.06 %) was lower then recordings with insufficient dentures (64.35 %). In
the case of sufficient dentures a WA of 70.91 % was measured. This is an improve-
ment by 18 % compared to the recordings without dentures and 10 % compared to the
recordings with insufficient dentures. The standard deviation on recordings without
any dentures was ±10.35. The value decreased to ±9.64 and ±6.04 when wearing in-
sufficient dentures or sufficient dentures respectively. This is an improvement of 37 %
when comparing the values of insufficient and sufficient dentures. This improvement is
also visible when focusing on the minimum word accuracy values. Insufficient dentures
improved the minimal WA from 39.48 % to 45.37 %. This is an improvement by 15%.
Wearing sufficient dentures again improved the value by 27 % to a WA of 57.51 %.

3 Summary

n this work we performed ASR experiments on a dataset of 13 edentulous patients with-
out, with insufficient and sufficient dentures. Our experiments showed an improvement
of the mean WA of 10% between recordings without any dentures and recordings with
insufficient dentures. Sufficient dentures improved these results by another 18 %.
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Abstract. Automatic speech recognition (ASR) systems trained exclu-
sively on emotional speech are compared to a baseline system trained
on neutral speech. ASR performance is evaluated on speech of the four
emotion categories motherese, neutral, emphatic, and anger.

1 ASR Scenario

ASR systems that are trained exclusively on speech data of one emotion category are
compared to a baseline system that is trained on neutral speech only. Comparisons
of this kind are difficult since the emotional speech corpora have to be comparable
with respect to the amount of data, the acoustic recording conditions, the speakers,
etc. In these experiments, the FAU Aibo Emotion Corpus [1] is used. Thus, the same
set of speakers and the same acoustic conditions are guaranteed. Emotional subsets of
equal size (in terms of the number of words) are created by down-sampling the corpus.
The same vocabulary is used in all ASR experiments. However, the vocabulary that
is actually used by the speakers in one particular emotional state depends on the
emotional state. The ASR system is based on semi-continuous hidden Markov Models
sharing the same set of Gaussian densities. The number of densities is reduced from
500 to 50 in order to train acoustic models on such small amounts of data. Another
scenario where an ASR system trained on large amounts of neutral speech is adapted
to emotional speech by adding emotional data to the neutral training data is described
in [2].

2 ASR Experiments

The evaluation of the baseline system shows that motherese speech (43.6 % WA) is
clearly recognized worse than neutral speech (60.3 % WA). Acoustic and linguistic
realizations obviously differ strongly from the neutral ones. However, emphatic and
angry speech are even recognized better than neutral speech: 61.3 % and 64.9 % WA,
respectively. This is certainly due to the fact that the corpus contains only slight forms
of anger. In this corpus, emphatic can be considered to be a pre-stage of anger. The
children speak in a pronounced, accentuated, sometimes hyper-articulated way, which
is obviously recognized better than normal neutral speech.

If the ASR system is trained on emotional speech, the performance on speech
of the very same emotion in general increases. The results show that training on
emphatic speech also helps to increase the performance on angry speech and vice
versa, supporting the assumption that emphatic is a pre-stage of anger in our type
of data. Fig. 1 shows the results of the re-training of the ASR system on neutral
speech. Acoustic and linguistic models can be re-trained independently from each
other. Whereas the performance increases significantly for emphatic and angry, it
decreases clearly for motherese as well as for neutral.
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Abstract. The intelligibility of patients after partial laryngectomy was
measured automatically using automatic speech recognition and prosodic
analysis. Correlations of up to r=0.66 were found between subjective and
objective evaluation of close-talk and telephone recordings.

For voice and speech rehabilitation of partially laryngectomized patients, speech
intelligibility is an important criterion. Especially the communication on the tele-
phone should be considered since it is an important aspect in modern society and even
more for elderly people whose physical abilities are restricted. 82 persons (68 men
and 14 women) read the German version of the tale “The North Wind and the Sun”
which consists of 108 words. They were recorded simultaneously by a close-talk micro-
phone (16 kHz, 16 bit) and via a landline telephone (8 kHz, 16 bit). Five experienced
raters evaluated the intelligibility subjectively on a 5-point scale (1 = “very good”,
5 = “very bad”).

Objective evaluation was performed by using the word accuracy (WA) of a speech
recognition system and a set of 95 word-based and 15 phrase-based prosodic fea-
tures [1,2]. For the close-talk recordings, the recognizer was trained with 16 kHz record-
ings. For the telephone recordings, the same training data were down-sampled to 8 kHz
since no sufficiently large amount of real telephone speech was available.

Intelligibility was rated lower on the telephone recordings by the speech recog-
nizer (47.0% WA; see Table 1) and the raters (score 3.3) than on the close-talk record-
ings (51.8% WA, score 2.9). The correlation between WA and the human evaluation
was r=–0.51 for the close-talk recordings and r=–0.62 for the telephone recordings.
The correlation between single prosodic features and the human intelligibility ratings
revealed correlations of up to r=0.66 (see selected results in Table 2). Obviously, in-
telligibility is related to speaking rate and voice quality since the highest correlations
were found for duration-based features and features measuring energy. A distorted
voice shows higher noise level, i.e. more portions of high frequencies. This may be the
reason why there is a difference in the results for close-talk and telephone speech for
the energy-based features: The telephone cuts off all frequencies above 3400Hz and
with it a lot of noise. This may also hold for the difference in the correlations between
WA and human rating. For the duration-based features, no such differences between
both qualities of the recordings were noticed.

Better correlations between human rating and automatic evaluation had been
achieved with other voice and speech pathologies, e.g. for total laryngectomees [3]
and children with cleft lip and palate [4]. These pathologies, however, showed a much
broader range of distortions than partial laryngectomees. Hence, the single features
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Table 1. Word accuracy (WA) in percent for 82 partially laryngectomized persons

recognizer µ(WA) σ(WA) min(WA) max(WA)

headset 16kHz 51.8 19.2 0.0 82.4
telephone 8kHz 47.0 19.6 –2.7 79.6

Table 2. Correlation r of subjective intelligibility scores from 5 raters against single
prosodic features for close-talk and telephone recordings (selected results)

headset telephone

ratio of durations: voiceless sections/signal 0.56 0.65
duration of silent pause before word 0.57 0.57
duration of word-pause-word interval 0.66 0.64
normalized energy (word-pause-word interval) 0.66 0.51

examined in this study are not able to capture the complex phenomenon of intelligi-
bility alone. Future work will incorporate the combination of features to find a subset
that forms a better representation of the human evaluation.

The data obtained in this study allow for the following conclusions: There is a
significant correlation between subjective rating of intelligibility and automatic evalua-
tion. Hence, the method can serve as the basis for more research towards an automatic,
objective system that can support voice and speech rehabilitation.

This work was partially funded by the German Cancer Aid (Deutsche Krebshilfe)
under grant 107873.
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In: Wahlster, W., ed.: Verbmobil: Foundations of Speech-to-Speech Translation.
Springer, Berlin (2000) 106–121

2. Batliner, A., Fischer, K., Huber, R., Spilker, J., Nöth, E.: Desperately Seeking
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How to Find Optimal Time Tables
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Abstract. We describe how optimal time tables are found using various
algorithms provided by the EATTS Erlangen Advanced Time Tabling
System.

1 Introduction

A time table or schedule or plan is an organized list, usually set out in tabular form,
providing information about a series of arranged events. The cost of a time table is
the sum of all penalty points for violations of soft and hard constraints. A typical time
table is shown in fig. 1. An optimal time table is the time table with the lowest costs.
Because time tabling problems are NP-complete efforts have to be reduced to finding
sub-optimal solutions.

Fig. 1. A typical time table

2 EATTS

EATTS Erlangen Advanced Time Tabling System is a software build to design, im-
plement and run time tabling algorithms. It is a client-server solution written in Java
and uses a web-based interface. The performance of some algorithms solving a school
time table problem are shown in fig. 2.

EATTS is currently is use at our university to schedule several courses and events.
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Fig. 2. A typical time table

3 Outlook

EATTS will be extended from time to time providing new algorithms and improved
performance.
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A Unified Format for Defining Timetabling
Problems
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Abstract. We describe an unified format for defining different timetabling
problems, like university, curriculum based or rostering timetabling prob-
lems.

1 Introduction

Timetabling problems are a part of our daily life. In some cases the effort to find
a good time table is quite high. For example the organisation of the lectures of an
university or of the shifts of a factory takes a lot of time. So automatic generation of
the time tables should be very useful.

There are some tools to solve special timetabling problems. These tools use a set
of optimization algorithms for finding optimal time tables. To compare the different
tools and algorithms a benchmark format would be helpful.

We introduce an unified XML format for defining a large quantity of timetabling
problems. Benchmarks specified using the EATTS framework can be solved by different
optimization algorithms. So the algorithms and their results can be compared using
various input data sets.

2 Resources, Events and Constraints

Our basic concept for defining timetabling problems is based on resources, events and
constraints. A time table, respectively a plan, is the assignment of resources of different
resource types to a list of events. The resource types define a set of attributes. The
resources are determined by the corresponding attribute values. Resources of the same
type can be grouped into resource collections. For every event and resource type a
collection of resources must be declared which is assigned fixed to the event and a set
of resources which could be assigned.

A feasible solution of a timetabling problem must satisfy the hard constraints. Soft
constraints should be satisfied. The quality of a plan is given by a penalty point value.
Every violation of a constraint generates penalty points. The sum of the penalty points
of all constraint violations is the quality of the solution.

3 School Timetabling

In the case of curriculum based school timetabling the resource types are typically
teacher, class, student, subject and room. The resource types and the corresponding
attributes are shown in fig. 1.
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Fig. 1. Resource Types of School Timetabling Problem

The resources are the teachers, classes and students of the school. The events are
the lessons. Examples of typical constraints are: a teacher can give only one lesson at
the same time or that the teacher must be legitimated to give the subject of the lesson.

Figure 2 shows the definition of an event, here the math lesson of class 5b.

Fig. 2. Declaration of Event ”Math 5b”

The associated class 5b is assigned fixed. The algorithm can select one teacher
from the teacher list and one room. Math should be given five times per week, so five
time slots should be assigned to the event.

4 Outlook

We will use out XML format to describe many different time tabling problems. This
will lead to a library of benchmark problems and will also detect the issues where our
format has to be extended to ensure it still is capable to describe all sorts of time
tabling problems.
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Abstract. Structured Light is a well-known method for acquiring 3D
surface data. Single-shot methods use only one pattern and require only
one image of the scene. Thus, they make it possible to measure even
moving objects with simple and compact hardware setups. We present
a new graph-based algorithm for decoding images of a scene illuminated
by a single-shot color stripe pattern. It is more robust than previous
approaches and works reliably on traditionally difficult scenes with strong
textures and low contrast.

Fig. 1. Example input image and color coded depthmap result

1 Introduction

The underlying idea of Structured Light methods is to project a known illumination
pattern on a scene. Range data is then generated by triangulating the camera ray and
the projection ray to a point in the scene. This requires solving the correspondence
problem: determining which pairs of rays belong together. In single-shot variants, the
necessary information is encoded in a spatial neighborhood of pixels [1].

One image of a scene illuminated by such a pattern suffices to generate 3D data.
This makes it particularly applicable to moving scenes. The need for only a single pat-
tern also allows the use of simpler hardware, which in turn allows easy miniaturization.
This can then lead to Structured Light-based 3D video endoscopes for medical, as well
as industrial applications.
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2 Graph-based Decoding

The robust pattern decoding starts by generating a superpixel representation of the
input image. This is achieved with a watershed transformation. We then build a
region adjacency graph. Each basin of the watershed segmentation corresponds to a
vertex of the graph. Its color is determined by a statistically robust rank-filter over the
image pixels covered by the basin. Neighboring basins are connected by edges in the
graph. Edges usually connect vertices of different color. Given the knowledge about
the projected pattern, there is only a finite number of possibilities of how the color can
change between connected vertices. We compute the probabilities for each color change
given the observed color difference. To solve the correspondence problem we look for
unique paths of edges. Once found, the correspondences are propagated through the
region adjacency graph.

3 Conclusion

We have implemented an improved algorithm for decoding images of Single-Shot color
stripe patterns. It generates up to 105 data points from an input image with a resolution
of 780x580 pixels. It runs at 20Hz and works even under adverse conditions, like highly
textured or volume-scattering objects and low contrast illumination.
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Abstract. Tracking of the patient position in imaging devices such as
MRIs or CTs can mainly be done using two different approaches. One
uses the imaging device itself to localize the patient’s position and get
an overview on relevant regions. Another approach involves the use of
external trackers, such as TOF cameras or electromagnetic tracking sys-
tems that feed their output to the imaging devices. The use of external
trackers has certain advantages such as: no exposure to additional radia-
tion and usually instant tracking feedback, which reduces the procedure
time. Nevertheless, there are problems that need to be addressed, when
using external tracking techniques: a) Some trackers are affected by the
strong magnetic fields or radiation. b) Most of the time imaging devices
do not offer a lot of space. Thus, there is typically a very constraint
viewpoint to most of the patients body. We propose a vision based ap-
proach which uses two off-the-shelf cameras that combine stereo vision
and structure-from-motion to recover the shape and the position of the
patient. Within this work we are addressing the issues and technical
limitations arising from this kind of approach.

Our technique combines two methods of computer vision to assure a reliable re-
construction of the patient shape and his position in the related coordinate system
of an imaging device. Our approach consists of four major steps: Calculation of cor-
responding feature points from multiple time-adjacent frames; coarse estimation of
partial structures of the patient by solving the epipolar equation using structure from
motion (SfM); estimation of the remaining structure of the patient using dense stereo
techniques; and combination of different partial structure pieces to a full-body shape
recognition. These steps should lead to an exact shape, orientation and position esti-
mation, which can be used in further processing. Our setup consists of two cameras
installed inside the bore and looking towards its center. Both cameras fulfill the same
two tasks: SfM and dense stereo vision. In the SfM task each camera works indepen-
dently, while in stereo the cameras are treated as part of a single setup.

SfM has been a central problem of computer vision for at least 20 years. Early
examples of 3D scene recovery and motion-based reconstruction can be found in Pog-
gio’s and Ullman’s work [3] and [4]. This work can be described as the origins of SfM.
As the field evolved, epipolar geometry played a major role in structure recovery. SfM
techniques based on the 8-point algorithm were described very early in [2]. The work of
Hardley [5] and Faugeras [6] contributed to a deeper understanding of such mathods.
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Our work lies on multi-image SfM in contrast to two-image algorithms that are the
subject of most early papers. Nevertheless, both approaches need to be optimized in
order to meet quality criteria such as accuracy and reliability. Furterhmore, in order
to obtain reliable results one needs to analyze the error introduced by different parts
of the process like sensor noise, geometry constraints, systematic errors in the image
quality, etc. For two perspective views, error analysis has been addressed by Weng in
[7], shortly after the 8-point algorithm became popular. For multi-image SfM, a large
number of optimization methods, e.g. [9] and [8], and filtering methods, e.g. [10] and
[11], have been proposed. More complete reviews about such techniques can be found
in [14], [13] and [12]. We are currently adopting these theories in order to address the
error issues raised by our particular sensor setup.
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Noise Reduction Techniques in CT Volume Data
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Abstract. Image noise has a huge impact on the diagnostic quality of
CT images. The noise in the measured data is directly related to patient
dose. The dose of a CT acquisition is chosen in a way that noise may
not impair the diagnostic quality. If a suitable noise reduction method
lowers the noise-level without impairing other image quality factors, such
as sharpness, the diagnostic quality can be maintained at lower patient
dose.

1 Sources of noise

The two main sources of noise in the CT projection data is Quantum noise and elec-
tronics / detector noise. Quantum noise is directly related to the number of incoming
X-ray photons. It follows a Poisson distribution. For a mean number m of incoming
photons its standard deviation is

√
m. It can be shown, that the standard deviation in

the measured attenuation values is approximately 1√
m

. See [1] pp. 397 for the complete

derivation.
Detector noise has different sources such as quantization or signal amplification. It

is partly independent of the signal power thus it is dominant for low input signal and
negligible for high signal power / incoming photon energy.

2 Noise reduction in CT

Besides the patient dose, the reconstruction kernel influences the noise and the image
quality in general. Soft kernels are used for diagnostic tasks which do not require a high
image resolution. These kernels suppress noise at the loss of image detail. Sharp kernels
maintain small structures but do not reduce image noise effectively. Figure 1 shows a
comparison of soft hard kernels on a reconstruction of a high contrast phantom with
fine resolution structures. More sophisticated noise reduction methods try to maintain
as much image detail as possible while reducing image noise. This process requires
analytic techniques to assess the noise and image properties in order to locally adapt
noise filters to the local properties [2]. Well known examples from image processing
are bilateral filtering [3] or anisotropic diffusion filtering [4]. These methods can be
adapted to CT data [5].

In CT, two filtering strategies are possible: Filtering can be applied in the mea-
surement / projection domain (pre-reconstruction) or in the image / volume domain
(post-reconstruction).

Pre-reconstruction filtering has the advantage that noise properties in the mea-
surement domain can be described analytically and the influences of the measurement
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Fig. 1. Hard- (left) and soft (right) reconstruction kernel examples.

system are well known, however, the signal-to-noise (SNR) in the projection values is
rather bad, so the signal properties can hardly be exploited.

Post-reconstruction methods suffer from the opposite phenomena: The noise prop-
erties in the image domain are complex. The noise is inhomogeneous and non-stationary.
The reconstruction process introduces various noise correlations which are heavily de-
pendent on the properties of the reconstruction process, so noise adaption becomes
complex as well.
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Abstract. In computed tomography, rapid scanning with a reduced X-
ray dose delivered to the patient can be achieved by reconstructing image
from few views. There are challenges due to the under-sampling and in-
sufficient data. To solve this problem, compressed sensing based methods
are under development. The algorithm reconstructs images by solving a
constrained optimization problem.

1 Introduction

Computed tomography (CT) is considered as a radiation-intensive procedure, yet it
becomes more and more common. The risk of radiation induced disease makes a strong
need to reconstruct CT images with practically useful quality using as low radiation
as possible[1]. One strategy is to use limited number of projections. Mathematically,
the procedure of the CT reconstruction can be described as a linear problem

Ax = y (1)

where A is the system matrix which describes each X-ray path, x is the image
we want to reconstruct and y is the observed value on the detector. To reduce the
radiation dose, the projection images can be only acquired at few views. The major
challenge is that the number of observations is much less than the number of unknowns.

Fig. 1. Reconstruction results
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2 Compressed Sensing Based CT Reconstruction Method

Recently, Candes, Romberg and Tao proposed a new mathematical theory, compressed
sensing(CS), which can perform nearly exact image reconstruction with few measurements[2].
Based on this theory, we aim to develop a CT reconstruction method requiring as few
projection images as possible. According to the framework of compressed sensing, the
image should firstly be sparsified and then be reconstructed by a constrained L1 norm
minimization method. We used total variation as the sparsifying transformation and
tested the algorithm using the Shepp-Logan phantom. The reconstructed image using
only 20 projection images is almost the same compared to the original image[Fig 1].
Since, firstly, the image used to reconstruct is sparse after the total variation transform;
secendly, the L1 norm has a sparsity promoting property.

3 Outlook

Although images reconstructed by the compressed sensing based method have a high
image quality, the method is quite time consuming. In our experiments, half hour is
needed to reconstruct the results.( The algorithm is implemented with matlab running
on the computer with 2G ram and 2.0 GHZ cpu) In the future, to meet the needs of
practical application, a fast optimization scheme will be investigated by us.

4 Acknowledgements
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Abstract. Interventional perfusion imaging using a C-arm CT could
optimize the clinical workflow during catheter-guided stroke therapy.

For a successful treatment of stroke a fast and accurate diagnosis is important.
Perfusion imaging using computed tomography (CT) or magnetic resonance imaging
(MRI) is an established method to quantify the regional cerebral blood flow for stroke
diagnosis.

In this project we investigate the use of a C-arm angiography system (C-arm CT)
to measure cerebral blood flow. A C-arm CT can acquire tomographic images during
an intervention while the patient is positioned on the treatment table. This technique
has a huge potential benefit in the clinical workflow. For example, it would be possible
to monitor the current state of perfusion immediately before or during the intervention
without moving the patient to a CT or MRI scanner.

Fig. 1. Example cerebral blood flow parameter map with units in ml/100g/min

During perfusion imaging a region of interest is imaged several times at short
intervals to study the flow of a previously injected bolus of contrast agent. A blood
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flow parameter map (Fig. 1) can be computed from the time attenuation curves. Using
a C-arm CT for perfusion quantification faces certain challenges. While a conventional
CT has a rotational speed of the order of 0.5 s / 360◦ the rotational speed of the C-arm
CT X-ray source and detector pair is about 4-5 s / 180◦. Thus inconsistencies in the
projection images due to the changing attenuation values from the contrast agent can
cause reconstruction artifacts.

One focus of this project is the development of dynamic image reconstruction al-
gorithms. Fig. 2 shows an illustration of a dynamic reconstruction approach [1]. A
consistent set of projection data at time test is estimated by interpolation of data from
neighboring sweeps.

Fig. 2. The X-ray source angle α(t) is plotted against time t. In order to approximate
consistent data at a certain time the data from neighboring sweeps is used to estimate
a complete set of data.
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Abstract. The vision of our work is to develop methods that open up
the possibility to visualize highly dynamic (moving) vital parts of the
human body as the heart. This provides one key towards the develop-
ment of novel diagnostic tools and medical treatment procedures. This
paper provides an overview of our work in this research area.

1 Introduction

During the recent years 3-D imaging has become a standard tool for diagnosis and
planning in the clinics using well-known imaging modalities as CT or MRT. The inte-
gration of those image during an intervention is difficult and requires various registra-
tion techniques. A solution that has emerged in recent years is the use of fluoroscopic
C-arm systems which are highly common in the interventional field for reconstructing
3-D images [Hett 09]. The workflow can be seen in figure 1 from one of our clinical
cooperations (Klinikum Coburg GmbH):

Fig. 1. Clinical Workflow

The general goal of my research topics is to enrich that workflow for mainly cardiac
applications by providing high quality, fast and reliable algorithms for the 3-D recon-
struction of challenging subjects. Of course this work is highly interdisciplinary and
requires techniques and concepts from the complete field of medical image processing.
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2 Non-Periodic Motion Estimation and Motion
Compensation Algorithms

The primary goal of our research activities in this project is the development of methods
for estimating and correcting cardiac motion in order to increase the image quality
of cardiac vasculature reconstruction. In interventional environments patients often
do have arrhythmic heart signals or cannot hold breath during the complete data
acquisition. This important group of patients cannot be reconstructed with current
approaches that do strongly depend on a high degree of cardiac motion periodicity
for working properly. In this project we try to develop novel algorithmic approaches
to cardiac vasculature reconstruction and therefore address the following questions
[Rohk 09b,Rohk 09c,Rohk 09d]:

– Development of algorithms for motion estimation and reconstruction without pe-
riodicity assumption or ECG information.

– Analysis and development of models for the description of cardiac and breathing
motion.

– Development of algorithms for estimatating the optimal heart phase for phase-
correlated reconstruction algorithms.

– Development of methods for the segmentation and functional assessment from 3-D
plus time image data.
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Cardiac Reconstruction without ECG and Motion Periodicity using C-arm CT”.
In: 10th Int. Meeting on Fully 3D Image Reconstruction in Radiology and Nuclear
Medicine, pp. 323–326, Beijing, China, September 2009.

[Hett 09] H. Hetterich, T. Redel, G. Lauritsch, C. Rohkohl, and J. Rieber. “New X-ray
imaging modalities and their integration with intravascular imaging and interven-
tions”. The International Journal of Cardiovascular Imaging, doi: 10.1007/s10554-
009-9529-z, 2009.



On Hardware Acceleration Techniques for 3-D
Cone-Beam Reconstruction

B. Keck, H.G. Hofmann, C. Rohkohl, and J. Hornegger

Pattern Recognition Lab, Department of Computer Science,
Friedrich-Alexander-University Erlangen-Nuremberg, Martensstr. 3, 91058 Erlangen,

Germany

Abstract. Fast 3-D cone beam reconstruction is mandatory for many
clinical workflows. For that reason researchers and industry work hard
on hardware-optimized 3-D reconstruction. Backprojection is a major
component of many reconstruction algorithms which requires a projec-
tion of each voxel onto the projection data, including data interpolation,
before updating the voxel value. This step is the bottleneck of most
reconstruction algorithms and the focus of optimization in recent publi-
cations.

1 Introduction

In a collaboration between the Pattern Recognition Lab, Siemens Healthcare (CV
Division) and Intel Corp., innovative developments of computed tomography (CT)
algorithms and their implementation on different hardware architectures have been
investigated. The main interest lies on (iterative) algorithms for 3-D reconstruction in
C-arm systems including necessary pre- and post-processing steps.

2 Hardware acceleration techniques and comparison

Reconstruction methods in CT require an immense computing power of the recon-
struction system, because of the amount of projection data to be processed and also
because of the number and size of the slice images to be computed. In order to meet
the requirements for the computing time of productive systems, it is still necessary to
use high performance hardware components. In our research project, we focus on par-
allel implementations of different reconstruction algorithms on multi processor systems
[1,2], graphics accelerator boards [3] (NVIDIA CUDA, Intel Larrabee), specialized pro-
cessors [4] (IBM Cell), as well as on reconfigurable accelerator hardware based on Field
Programmable Gate Array (FPGA) technology [5].

So far the optimized implementation of iterative reconstruction algorithms and the
Feldkamp method on GPUs using CUDA have been developed [6]. Since a compar-
ison of published results in this field is hardly possible a standardized data set and
corresponding performance measurement software [7] were released. We provide an
open platform for worldwide comparison in backprojection performance and ranking
on different architectures using a specific high resolution C-arm CT dataset of a rabbit
(Figure 1). This includes a sophisticated benchmark interface, a prototype implemen-
tation in C++ and image quality measures. The performance of developed highly
optimized many-core CPU implementations was published on the accompanying web-
site ”www.rabbitct.com”. Furthermore, the achieved insights were transferred to Intel’s
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new hardware architecture, Larrabee, and extended by techniques to exploit its novel
features.

Fig. 1. Volume rendering of the reconstructed rabbit using RabbitCT

3 Results & Summary

We compared optimized implementations of 3-D reconstruction algorithms for C-arm
CT systems. The performance of optimized CPU [2] and GPU [3] implementations
of the backprojection was compared using the RabbitCT1 benchmark [7]. Its publicly
available dataset consists of 496 projections with 1240 × 960 pixels each. The CPU-
based system used for comparison was a workstation equipped with a Intel Core2
Extreme QX9650 at 3.00GHz. For the GPU measurements we utilized a NVIDIA
QuadroFX 5600 graphics card with CUDA 2.0. The graphics card performed the
reconstruction of a 5123 volume in 14.69s, 13.5 times faster than an the CPU.

An hardware accelerated version of the Simultaneous Algebraic Reconstruction
Technique (SART) [6] was used as a representative of the class of iterative reconstruc-
tion algorithms. We used 228 projections representing a short-scan from a C-arm CT
system to perform the iterative reconstruction with a projection size of 256× 128 pix-
els. The reconstruction yields a 512× 512× 350 volume. A workstation equipped with
two Intel Xeon QuadCore processors at 2.33 GHz was compared against a NVIDIA
QuadroFX 5600 graphics card using CUDA 2.0. In this case, the SART implementa-
tion on the GPU can outperform the optimized CPU implementation by a factor of 8.
To summarize, we have shown that GPUs are a viable accelerator platform for C-arm
CT reconstruction.

1 http://www.rabbitct.com
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Abstract. 3-D image reconstruction from C-arm projections is a com-
putationally demanding task. However, for interventional procedures a
fast reconstruction is desirable. The presented method reduces the num-
ber of actually processed voxels and eventually the runtime by 20–30%
without affecting image quality. The proposed method detects and skips
subvolumes that are not visible in the current view. It works with pro-
jection matrices and is thus capable of handling arbitrary geometries.
It can easily be incorporated into existing algorithms and also into the
back-projection step of iterative algorithms.

1 Introduction

Interventional procedures require fast 3-D reconstruction of tomographic data. The
state of the art algorithm for reconstruction of cone-beam data in a clinical environment
is the FDK method by Feldkamp et al.

Yu et al. [1] proposed to reconstruct only a region of interest, approximating the
Field-of-View (FOV) of the scan, to reduce the number of back-projected voxels. Their
method, however, requires a priori knowledge about the trajectory and offline compu-
tation of the FOV. They further suggested data partitioning, similar to the subvolumes
approach used e.g. by Scherl et al. [2] and Kachelriess et al. [3], to fit the problem into
the 256 KB-sized local stores of the Cell processor. They also proposed that subvol-
umes improve performance on CPUs due to better caching. However, they did not
actually skip subvolumes as in this work.

Our method adapts dynamically to the FOV of each projection during reconstruc-
tion. It uses projection matrices from the scanner and does not require prior knowledge
about the acquisition trajectory. It is easy to integrate into existing reconstruction al-
gorithms and does not affect image quality.

2 Materials and Methods

In cone-beam CT, the source and the corners of the detector define a pyramid, the
current FOV. Areas of the object that are outside of the FOV are not captured by the
detector. Hence, the current view does not contain information about them.

Algorithm 1 shows our modified back-projection step. First, we added the par-
titioning into subvolumes. Second, before a subvolume is back-projected it is tested
whether it is inside the current FOV. Therefore, the subvolume’s corner voxels are
projected and its shadow determined. If the shadow overlaps with the detector we
perform a normal back-projection. Otherwise, the whole subvolume is skipped.
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Fig. 1. Modified back-projection step, called once for each projection image In.

Partition volume fFDK into subvolumes fFDK,i

for all subvolumes fFDK,i do
// Test if fFDK,i is visible
Compute shadow of fFDK,i by projecting corners
if ∅ == shadow ∩ In then

Skip fFDK,i

else
for all voxels x ∈ fFDK,i do

Project voxel onto detector plane
Check if point lies on detector
Fetch projection values
Bilinear interpolation
Update fFDK(x)

end for
end if

end for

Since the proposed method skips only subvolumes not visible in the current pro-
jection the result is identical to the reference method. The reconstruction benchmark
RabbitCT [4] was used to test our implementation for correctness and to measure its
performance. Obviously, the performance of our method depends on the acquisition
geometry. The method was evaluated on the the public RabbitCT dataset and two
other clinical datasets (cmp. table 1). All datasets were acquired with real C-arm
systems using clinical protocols.

The new method was incorporated into our vectorized and multi-threaded FDK
implementation for CPUs [5] to that it also improves the performance of highly opti-
mized code. Performance was tested on a multi-core system with four hexa-core Intel
Xeons processors (X7460) at 2.66 GHz and 32 GB of RAM. The system used in this
report was a preproduction system. We expect production hardware to deliver similar
performance levels.

3 Results

The reconstructed volume had a size of 5123 voxels. 48 different subvolume sizes were
tested and 128×64×4 performed overall best, only 5% slower in the worst case. The
large size in x-direction is justified by the fact that neighboring voxels in this direction
are stored successively in memory and therefore supportive for the hardware prefetching
mechanism.

The reconstruction times of two different implementations are shown in table 1.
The baseline (“base” in tbl. 1) is defined by our previous optimized implementation [5].
The results of the method proposed in this work are presented in the rightmost column
(“skip”). The reconstruction time was reduced to about 53–58% compared to the
baseline version (1.73–1.89× speedup) on this bandwidth starving system.

4 Discussion

The savings of the proposed method depend on the acquisition geometry, namely the
ratio between volume and FOV sizes. To show its relevance the method was tested
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Number of Projection X7460
Dataset projections size base skip
A 496 1240 × 960 60.53 31.96
B 543 1240 × 960 66.04 35.08
C 414 1024 × 1024 50.59 29.21

Table 1. Description of the three datasets. Further, reconstruction times (seconds)
are shown for two implementations (“base” and “skip”).

using three different clinical datasets. The proposed method delivers a considerable
speedup even to highly optimized implementations. Although all datasets used here
were circular trajectories the method is suitable for arbitrary trajectories. It requires
no prior knowledge other than the projection matrices. Since it works on-the-fly it can
easily be incorporated into existing algorithms.
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Abstract. X-rays contain not only information about the absorption
properties of a sample but also about the influences of the object on
the phases of the X-ray beams. In the last decades many different ap-
proaches have been invented to measure this information. One of these
approaches is called the Talbot-grating interferometry which is subject
of our research. It is one of the first phase-contrast imaging systems
which has the potential to be applied in a medical environment.

1 Introduction

Phase-contrast imaging is an approach to gain information about a sample by measur-
ing the local phase of X-rays passing through it. Nowadays experimental techniques
have become applicable not only for optical wavelengths but also for wavelengths in
the X-ray range [1]. One of them is the grating based interferometry [2], [3], which
resolves both the phase and the absorption of the investigated sample.

2 Grating-based Interferometry

A Talbot-grating interferometer [2] (fig. 1) consists of three gratings the so called source
grating G0, phase grating G1 and analyzer grating G3. Each grating has a specific
period p. Without an object in the path of the X-ray beams the generated wave is
modulated by the phase grating G1 so that a periodic rectangular interference pattern
downstream towards G2 is formed. This effect is called the Talbot-effect or self imaging.
Since this pattern is too small to be resolved directly by a detector a second grating
G2 is needed [2]. This grating is required for a process called phase stepping [4]. Phase
stepping means the grating G2 is moved a fraction of its own periodicity. This will
be repeated until G2 was shifted by a whole number of its periodicity. During phase
stepping each detector pixel observes an intensity modulation which corresponds in
an ideal case to a triangle function. Figure 2 shows as solid graph an ideal intesity
modulation with respect to the grating position G2.

If an object is placed in the path of the X-ray beams, the interference pattern will
be distorted. This distortion is given by a local angular deviation of the pattern. For
X-rays the angle is typically in the order of a few micro-radians. Again, during the
phase stepping the pixels observe a triangle function but in this case the triangles are
laterally shifted (dashed graph in fig. 2). The shift between the images without and
with an object is the desired measure of the angular deviation.



82

Fig. 1. Schematic drawing of the Talbot-grating interferometer.

In order to get enough coherent X-rays an additional grating G0 [2] is needed. G0
splits up the large source into many small sources which are small enough in order
to produce interference pattern. G0 allows to use an ordinary X-ray tube to acquire
phase-contrast images.

Fig. 2. Triangle function as the ideal intensity modulation resulting from phase step-
ping.

3 Result

Figure 3 shows the first result of a small fish taken at our lab at the ECAP Institute.
This data was acquired with a 80 keV tungsten spectrum and the Medipix 2 detector.
It was a symmetric setup where each grating had the period of 5 µm. G1 was designed
for 40 keV . The image shows from left to right the differential phase-contrast image,
absorption image and a so called dark-field image.

4 Outlook

Grating base phase-contrast imaging approach is a relatively young topic with many
unknows. To understand the physics behind the scene we are going to develop a simu-
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Fig. 3. First result taken at our lab showing from left to right the differential phase
image, absorption image and dark-field image of a fish.

lation framework which additionally enables us to simulate all possible configurations
and setups to get a better idea of how all the components work and influence the qual-
ity of the signal. Hot topic is to prove the applicability in a medical environment and
also compare the phase-contrast with the ordinary absorption based imaging approach.
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Abstract. A statistical deformation model provides a dense and de-
tailed representation of the main modes the optic nerve head inter-
subject variability.

1 Introduction

Quantitative glaucoma indices commonly rely on geometric parameters of the optic
nerve head (ONH). However, the complex structure of the ONH cannot be accurately
analyzed by geometric morphometry because of (i) sparse sampling of ONH and (ii)
lack of biologically interpretable ONH descriptions [1]. Inspired by deformation based
morphometry, we provide dense descriptions of the ONH variability in glaucomatous
cases presented by tissue deformations.

2 Methods

In a preprocessing step, disease independent variations such as illumination homo-
geneities, ONH position and vessel structures are compensated from the color fundus
images [2]. The inter-subject ONH variability is then characterized as a dense defor-
mation field between a fixed reference image and the current sample that is calculated
by non rigid registration [3]. This fixed reference image is calculated iteratively by
minimizing the residual of the deformations over the sample set. From glaucomatous
and control subjects a statistical deformation model (SDM) is generated by principal
component analysis (PCA).

3 Results

The gold standard diagnosis of the data set (149 glaucoma, 246 controls) was given by
a glaucoma specialist based on an elaborate ophthalmological examination with oph-
thalmoscopy, visual field, IOP, FDT, and HRT II.
The constructed deformation-based average of the ONH appears naturally shaped and
is not as smooth as it is the case for simple averaging. The SDM modes best dis-
criminating between controls and glaucomatous cases illustrate two main types of the
typical ONH variations in glaucoma: (i) Simultaneous altering of neuroretinal rim and
the cup and (ii) isolated local extension of the cup (Fig. 1).
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(i) (ii)

Fig. 1. Selected PCA modes clearly discriminating between control and glaucoma
providing a mathematically derived and biologically interpretable description of ONH
deformations: (i) Simultaneous deformation of the cup and rim, (ii) local extension of
the cup (dark/red: high, bright/blue: low magnitude of a deformation vector).

4 Conclusion

The proposed SDM approach allows a dense and detailed representation of characteris-
tic ONH variations. We expect that these models provide new insights to the glaucoma
disease and can be potentially applied for automated glaucoma detection.
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Abstract. Glaucoma is a neurodegenerative disease. The mechanism of
glaucoma is not yet fully understood. In this work, we aim to investigate
the effect of glaucoma on the optic radiation. A framework for the identi-
fication and analysis of the optic radiation using diffusion tensor imaging
(DTI) is proposed. The results indicate that the proposed framework is
able to efficiently localize the effect of glaucoma on the optic radiation.

1 Introduction

Diffusion tensor imaging (DTI) provides information about the white matter fiber
orientation. Thus, it enables fiber tracking and reconstruction of white matter fibers.
Moreover, parameters are derived from the diffusion tensor describing the degree of
deviation from the isotropic diffusion such as fractional anisotropy (FA) which is used
as an indicator of the fiber integrity.

2 Methods

The proposed system consists of the following steps: The optic radiation is auto-
matically segmented using the segmentation algorithm developed by the authors [1].
Manual post-processing is performed to restrict the segmentation to the main fiber
bundle of the optic radiation and to correct the segmentation errors. This results in
a high degree of shape similarity of the optic radiation. A reference optic radiation is
selected as that belonging to the normal subject with the largest optic radiation size.
Optic radiations from all patients are non-rigidly registered to the reference [2]. Using
the transformation fields from the registration step, tensor-derived parameters are as
well transformed to the unified space of the reference. Finally, voxelwise statistical
analysis using Mann Whitney U test is performed to determine the significant voxels.

3 Results

The system is applied to 23 subjects categorized into two age matched groups. A
normal group of 10 subjects and a glaucoma group with 13 subjects. The voxels are
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considered significant if the p-value is less than 0.1. Figure 1 shows the significant
regions detected by the system using FA analysis.

4 Conclusion

The framework is able to efficiently localize the effect of glaucoma on the optic radia-
tion. Moreover, it avoids the dependence on the tensor-derived parameters affected by
glaucoma.
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Fig. 1. Reference optic radiation (a) and the significant optic radiation voxels based
on the FA analysis (b).
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Abstract. We propose a novel multiple frame optical coherence tomog-
raphy (OCT) data merging approach that is based on wavelet denoising.

1 Introduction

Speckle noise suppression on OCT images is currently performed by averaging multiple
frames [1]. In contrast to this common approach we propose a novel method originally
developed for the denoising of Computed Tomography data [2]. It uses the structural
properties of the actual image content to better differentiate between speckle noise and
relevant tissue information.

2 Method

Each of the recorded single B-Scans is decomposed by a wavelet analysis. The wavelet
coefficients representing a local frequency analysis of the images are then adapted by
weights computed out of a statistical analysis. For each coefficient on every frame
individual weights are calculated. Two weights are proposed: (i) A significance weight
computed out of the local intensity differences that provides a local noise estimation.
(ii) A correlation weight calculated from correlations in small neighborhoods that es-
timates whether an edge is present or not. The two weights are combined and applied
on the detail coefficients. Finally the modified single frames are wavelet reconstructed
and averaged.

To test the algorithm 455 linear B-scans were acquired from a pig’s eye ex vivo
with a Spectralis HRA+OCT, Heidelberg Engineering. Correlated noise was avoided
by slightly moving the eye every 13 frames. All images are rigidly registered and
averaged to form a noise suppressed gold standard. The signal-to-noise ratio (SNR)
as well as sharpness reduction at selected borders using Full-Width-Half-Maximum is
measured.
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3 Results

Using the proposed method with only 8 frames we achieve a similar result compared
to common averaging of 35 frames. This improvement is verified by an evaluation on
multiple randomly selected sets. The SNR is increased by 104.0% while sharpness is
only slightly reduced by 9.7%.

Fig. 1. Left: Average of 8 recorded OCT frames (Crop out of an OCT image). Middle:
Standard wavelet thresholding. Right: Multiple frame wavelet denoising.

4 Conclusions

The proposed method makes use of the spatially varying noise statistics of multiple
frame OCT-data of the same region. The evaluation showed that the SNR of OCT
scans can be significantly improved while edge sharpness is preserved. The algorithm
is applicable in 3D and can therefore be used to acquire high-quality OCT volume data
in a shorter amount of time.
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Abstract. The receptors of the eye are protected from destructive radi-
ation from the sun by the macular pigment. The loss of macular pigment
can lead to eye damage or blindness. We develop an algorithm intended
for clinical application to measure the macular density using fundus im-
ages as input. The method is based on the comparison of the absorption
in the visible green and blue light domains. The measurements are eval-
uated by comparing multiple measurements from different illumination
settings. The calculated pigment profiles show a correlation over 0.995.

1 Introduction

Most of the receptors in the eye are accumulated in the macula. These receptors are
sensitive to the destructive radiation of the sun, and they are protected from it by the
macular pigment. This pigment absorbs not only the destructive radiation, but absorbs
a high amount of light in the visible blue light domain. In the clinical applications the
density of the macular pigment is usually measured by a modified Heidelberg Retina
Angiography (HRA) or multi-spectral fundus image acquisitions[3]. Here we present a
method to measure the macular pigment density by comparing the blue and the green
channels of color fundus images.

2 Methods

Retinal fundus images are acquired with a common fundus camera (FF 450 Carl Zeiss
Meditec) with a special 3-band transmission filter[1,2] in the illuminating beam path.
The images show no under- or over-saturation in any of the color channels[1]. A
registration method is applied on the green and blue channels to correct the wavelength
dependent aberration of the light. The only user interaction is a manual ROI selection
around the macula region. The vessels of the images are excluded from the whole
examination process. An optical pigment density image is generated by the following
formula:

ODMP (x, y) = − log

(

N ∗ Iblue(x, y)

Igreen(x, y)

)

(1)

with N =
Igreen(reference)

Iblue(reference)
(2)
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where N is a normalization factor, Iblue and Igreen are the pixel intensities of the blue
and green color channels, and the reference is an average of non-vessel pixels in 6◦

(visual angle) distance from the center of the selected macula region. From the density
image a density profile is calculated to visualize the density changes as a function of
distance from the center (example: Fig. 1).

(a) (b) (c)

Fig. 1. A filtered fundus image (a), the density image and the detected peak center
(b), and the density profile showing the density as a function of distance from the
center (c)

3 Evaluation

The algorithm was tested on multiple images of 2 subjects. The robustness was tested
by comparing measurements from 9 images of the same eye. These images were taken
using significantly changing illumination intensities from under-illuminated to almost
over-saturated. All calculated density profiles showed similar curves. Their correlation
was over 0.995 in each case.

4 Outlook

An evaluation of the measurements using multi-spectral fundus images or an HRA de-
vice is essential for further development. The algorithm has to be tested on high quality
fundus images without the 3-band-filter. A fully automatic ROI selection algorithm
has to be developed for the initial ROI selection.
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Abstract. Visual performance is not only dependent on the eye as the
perception is processed in the brain. Perceptual learning using specific
stimulators can improve this cognitive task allowing higher performance
for athletes. This project’s main goal is to develop a stimulator based
on virtual reality to train and improve 3D vision of Olympic fencers.

The performance of human vision is an important issue in every day life. It is
not only limited by properties of the eye as the visual system extends into the brain.
Vision perception is processed in different retinal and cortical channels including spatial
contrast, spatial orientation, texture, motion, cyclopean (3D) vision, and color. It
was shown previously [1,2] that these channels can be trained by specific stimulation
improving the visual performance. The goal of this project is to implement a visual
stimulator for Olympic fencers based on virtual reality to train and improve their 3D
vision to allow higher performance.

(i) The first main task will be to render a 3D object (e.g. sphere) that will fly
around in front of the fencer. It will be presented in 3D by a stereo setup of two
projectors using polarized filters.

(ii) The stereo perspective for the rendered object has to be adjusted according to
the observer’s viewing direction and position. Therefore, tracking of the 3D glasses is
required. In virtual sports [3,4] this is mainly done via IR-cameras and passive markers.

(iii) Tracking of a real fencing weapon faces several problems (see iv). Therefore, in
this step it is replaced by a special colored, stiff surrogate weapon showing a color not
present in the scene. Simple background subtraction [5] in combination with a color
based approach [6] are a possibility for tracking.

(iv) For a realistic analysis of fencers’ 3D vision real fencing weapons with their
specific behavior are required. They cause several problems: (a) Their specular surface
will complicate the use of markers for IR-cameras. (b) Used markers in general have
to be light weighted and small to avoid modifications of the balance and weight of the
weapon. (c) For an accurate tracking high speed cameras are required, since the thin
and flexible blade with its high velocity results in a smearing for normal cameras. One
possibility for finding fencing blades is background subtraction combined with a Hough
transform [7].
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Fig. 1. Schematic setup: A 3D object is presented to a fencer via a stereo setup of two
projectors. The weapon is tracked by four cameras to detect collisions with the object.
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Abstract. Methods for three-dimensional (3-D) reconstruction of his-
tological image sequences depend on the correct order of images. Due to
manual slice preparation, this might not always be given. We propose
an algorithm that performs a consistency check and restores the correct
image sequence based on a distance measure between slices.

1 Introduction

Methods for 3-D reconstruction of histological image sequences rely on the consistency
of the data sets, especially on artifact-free images and their proper order. However,
preparation of the data sets is done mostly manually, in particular slicing and digitizing.
This commonly leads to discontinuities in the final image sequences, which prevents a
proper reconstruction result. Therefore, we suggest that the image sequences should
be checked for a consistent order, and the correct sequence should be restored prior to
the reconstruction.

2 Methods

Since it is not possible to easily define a ”>” or ”<” relation on images, standard sorting
algorithms are not applicable to solve this problem. Instead, we use the assumption
that neighboring or close images should be more similar to each other than more distant
ones.

Given an image sequence, the distance between one slice to the next is determined
using rigid registration and calculation of the Mean Squared Distance (MSD),

MSD(T, R) =
1

P

P∑

i=1

(Ti − Ri)
2 (1)

where T and R denote template and reference image, i is the i-th pixel in an image,
and P is the number of considered pixels.

Then, a threshold is derived using the mean and standard deviation of the distances,
and outliers with respect to this threshold are detected. The threshold is defined as
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Θ =
1

N − 1
·

N−1∑

i=1

MSD (Si+1, Si)

+ τ ·

√
√
√
√ 1

N − 1

N−1∑

i=1

[
MSD

(
Si+1, Si

)
− µ

(
MSD(S)

)]2

= µ
(
MSD(S)

)
+ τ · σ

(
MSD(S)

)

(2)

where N is the number of slices in the sequence, Si is the i-th image of the sequence,
and µ

(
MSD(S)

)
and σ

(
MSD(S)

)
denote the mean resp. the standard deviation of

the MSD values of the whole sequence S. τ is a user-defined weight for the standard
deviation of the MSD values of the sequence.

The data set is divided into consistent blocks, where each block consists of a se-
quence of images with an MSD value smaller than the threshold.

Afterwards, the similarity between all block borders is calculated, and the blocks
are matched and rearranged using the best found similarities. The reordered sequence
is then used as input for the next iteration. The algorithm stops after a maximum
allowed number of iterations, or earlier if no more changes are found.

Single images that are incorrectly positioned in the sequence, however, have to be
treated separately. Despite missing at the original, true position, this location cannot
be identified using the abovementioned threshold. So after iterating several times until
no changes are found, single remaining outliers are detected and reintroduced into the
sequence by matching the image against all others and choosing the position which fits
best.

3 Results and Outlook

The approach was tested on a histological data set of a mouse brain, which was specially
prepared for reconstruction, and can be considered mostly artifact free [1]. The image
sequence was first intentionally manipulated, and then used as input for our sorting
algorithm.

Figure 1 shows the reconstruction results of the unsorted sequence and after the
sequence was rearranged using our algorithm.

As evaluation strategy, we propose to calculate the Accumulated Sequence Mis-
match (ASM), i.e., the sum of the sequence position discrepancies of each image to its
true successor:

ASM(S) =

N−1∑

i=1

[
|P (Si+1) − i)| − 1

]
(3)

with P (Si+1) being the position index of the true succsessor of the i-th image. Sub-
traction of one prevents adding a penalty for correct neighbors. Since the suggested
evaluation measure is not yet implemented, the evaluation was done using visual in-
spection.

In general, the method is able to find discontinuities in image sequences and to
restore the correct sequence in many cases. The runtime depends mostly on the speed
of the rigid registration method and the degree of parallelization. Further improvement
will be a more flexible choice of the threshold, which demands further investigation and
refinement.
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Fig. 1. 3-D reconstruction of a mouse brain. Left: Unsorted image sequence leads to
discontinuities in the structure. Right: After sorting, the reconstruction appears much
smoother.
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Abstract. 3-D rotational angiography (3-DRA) denotes a well estab-
lished approach at modern neuroradiology departments to examine cere-
brovascular disease i.e. aneurysms, stenosis or fistule. 3-DRA images
enable physicians to come up with a detailed analysis of vessel diameters,
size and location of aneurysms. Nevertheless, 2-D digital substraction
angiography (DSA) image series are still heavily used to support and
guide this analysis. Thus, vessel segmentation in 2-D and 3-D supports
this analysis to come up with a clinical descision. In this work, we present
a 2-D and 3-D vessel segmentation method. The 3-D approach makes
use of ellipsoids to approximate the tubular structure of the vessel and
the 2-D DSA segmentation is a seed point driven graph-based technique.

1 3-D Segmentation

An interleaved ellipsoid model was used to approximate the contour of vessels [1]. A
sphere, centered at the origin and aligned with its coordinate axis, can be defined by
the following function

E(x) = x2 + y2 + z2 (1)

where x denotes a point in R
3. Considering a set of points X = {x|E(x) = 1} lying on

the surface of the sphere, a coordinate transformation T(x) generalizes the sphere to
an ellipsoid in terms of rotation, scaling and translation i.e. pose:

T(x) = R(r)S(s)x + t (2)

a =
(

rT , sT , tT
)T

(3)

where a is a vector in R
9 holding the pose parameters. R and S represent rotation

and scaling matrices respectively. This coordinate transformation yields a new set of

ellipsoids X
′

=
{
x|E(T−1(x)) = 1

}
. The parameter estimation is performed using a

maximum likelihood estimator with the corresponding log-likelihood function:

F (a, IF , IB) =

∫

ℜ(a)

logf(I(x) − IF ))dx +

∫

Ω\ℜ(a)

logf(I(x) − IB))dx (4)

where IF and IB denote foreground and background intensities respectively. I(x) is
the voxel intensity at position x. ℜ(a) is a region defined by E(T−1(x)) ≤ 1 and f
determines the additive noise within the image. Figure 1 (a) shows a segmentation
result.
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(A) (B) (C)

Fig. 1. Segmentation results: (a) 3-D segmentation (b) and (c) show the original 2-D
DSA image and the 2-D segmentation result respectively.

2 2-D Segmentation

Seed points are provided by the user to initialize the 2-D segmentation method. A
semi-automatic segmentation method is preferred in this case because the physician is
often only interested in those vessel branches that lie in the vicinity of the pathology
i.e. aneurysm or stenosis. A graph-based algorithm [2] is applied to compute the vessel
centerline between the seed points and a local box enhancement method is used to
segment the 2-D vessel branches. Figure 1 (b) and (c) illustrates this approach.

3 Outlook

In future, it is planned to combine the 2-D segmentation with the 3-D segmentation in
order to incorporate additional information and to improve the 3-D segmentation.test
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Abstract. Planning liver interventions for tumor treatment requires
precise knowledge about the location, size and shape of the target lesions.
The same is true for follow-up examinations in image based therapy mon-
itoring. Manual segmentation of these lesions, however, is tedious and
too time consuming for clinical routine. Therefore, in this paper a novel
method is presented that fully automatically performs simultaneous de-
tection and segmentation of hypodense liver lesions in CT images. This
is achieved by classifying points in the liver as being part of a lesion
or of the background by means of a Probabilistic Boosting Tree. In a
comprehensive evaluation of the system, detection rates of 79% could be
achieved, with a segmentation sensitivity of 96% and 92% specificity at
the same settings.

1 Introduction

Computed tomography (CT) images, acquired after intravenous injection of a contrast
agent, are widely used by clinicians for diagnosis, treatment planning and monitoring
of liver tumors. Up to six images are acquired, showing different phases of contrast
enhancement in the liver. For the segmentation method presented here, images with
venous contrast enhancement were used, as these provide the best contrast between
lesion and parenchyma for many lesion types. A learning based segmentation approach
was chosen in order to be able to capture the great variability in lesion appearance.

2 Classification Based Segmentation

During preprocessing, the liver is segmented first in order to reduce the search space
and the complexity of the classification task. Next, intensities inside the liver are
standardized using the method by Jäger et al. [1]. This step is crucial, as the overall
image intensity in the contrasted liver heavily depends on factors like acquisition timing
and individual perfusion.

For the pointwise classification a Probabilistic Boosting Tree (PBT) [2] is utilized.
Due to its hierarchical nature, it is very well suited for problems with high intra-class
variance. It assigns a lesion probability value to each point in the liver. In order to
further stabilize and smooth the classification results, an iterative scheme is employed
(see Fig. 1), in which the output image of each PBT is used to calculate additional
features for the points, which are then classified again by another PBT [3]. Finally,
the output probability map of the last PBT is transformed into a lesion mask.
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Fig. 1. Iterative classification scheme. For each point, image features are calculated
and used for classification in the first PBT. From its output, further (probability)
features are calculated. Together with the original image features, these are used for
classification in the next classifier.

3 Experiments

The presented algorithm was evaluated on 15 CT datasets in a five-fold cross-validation,
yielding a lesion detection rate of 79% at 4 false positive detections per patient. At the
same settings, a segmentation sensitivity of 96% was achieved at 92% specificity. The
maximum dice similarity coefficient was 1.48. Moreover, three iterative classification
steps turned out to be sufficient for convergence.
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Abstract. This work presents a method for fully automatic detection
of mediastinal lymph nodes, which is a challenging problem due to low
contrast to surrounding structures and clutter. In contrast to prior work,
we heavily rely on prior anatomical knowledge, which is modelled as a
spatial prior probability and learned from annotated data.

1 Introduction

Lymph nodes play an important role in clinical practice, especially in the mediastinal
area. They routinely need to be considered during oncological examination related to
all kinds of cancer [1,2], for instance lung cancer, where metastases settle in lymph
nodes, but also lymphoma, which is a cancer of the lymphatic system itself. Further-
more, they are also relevant in case of inflammation in general.

Manually counting and measuring lymph nodes in the images is not only cumber-
some but also error prone because annotations from different human observers and
even from the same human observer vary significantly. However, automatic detection
of lymph nodes is challenging as they are hard to see due to low contrast and irregular
shape.

2 Method

We propose a method for fully automatic mediastinal lymph node detection in 3-D
computed tomography (CT) images of the chest area. Discriminative learning [3,4]
is used to detect lymph nodes based on their appearance. Because lymph nodes can
easily be confused with other structures, it is vital to incorporate as much anatomical
knowledge as possible to achieve good detection rates. Here, a learned prior of the
spatial distribution is proposed to model this knowledge. As atlas matching is generally
inaccurate in the chest area because of anatomical variations, this prior is not learned
in the space of a single atlas, but in the space of multiple ones that are attached to
anatomical structures. During test, the priors are weighted and merged according to
spatial distances.

Fig. 1 shows some detection examples. In general, the detection score, which is color
coded, reflects well the quality of the detection. False positives are mostly structures
that look similar to lymph nodes like vessels, or sometimes they are at locations where
lymph nodes are common. One reason for this behavior is the spatial prior, and
another reason is that the detectors also learned common surrounding structures of
lymph nodes.
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3 Results

Cross-validation on 54 CT datasets showed that the prior based detector yields a true
positive rate of 52.3% for seven false positives per volume image, which is about two
times better than without a spatial prior.

4 Acknowledgements

This work was in parts supported by the German Federal Ministry of Economics and
Technology.

Fig. 1. Examples of detection results on unseen data. The boxes are the automatic
detections, the manual ground truth segmentations are shown in green. The detection
score in color coded: Violet means lowest, turquoise is medium and green is high
confidence.
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Abstract. In medical imaging, decisions based on symmetry of anatom-
ical/functional structures are quite common. Registration techniques can
be used to automate the procedure of determining the plane of symme-
try.
Dynamic (4-D) PET images of the human brain provide additional in-
formation for a differentiation of tissue or tumour classes. An automated
classification of brain tumours is described in the following.

1 Automatic Determination of Symmetry Plane

Approximate plane symmetry is often encountered in medical imaging. Among vari-
ous examples like the skeletal system, blood vessels, lungs, kidneys and many more,
the human brain shows a high degree of symmetry corresponding to the mid-sagittal
plane. Many medical decisions on this field are influenced by physicians taking the
known symmetry into account. Using symmetry information for automatic classifica-
tion therefore seems to be a intuitive and natural way. In order to ensure full-automatic
classification, an automated determination of the symmetry plane is necessary. This
can be achieved by the use of registration techniques: In image registration, a similar-
ity measure between two fused medical images is calculated. The similarity measure
is considered to have a maximum when the two images are aligned in an optimal way
relative to each other. The same similarity measure can be used to find an optimal
reflection plane. In our case, a new dataset which is the original dataset reflected with
respect to an arbitrary plane, is created. It can be shown [1] that with the help of a
subsequent translation and rotation the image transformation is equal to a reflection
with respect to any desired plane. In case of a translation and rotation that maximizes
the similarity measure (rigid registration) between reflected and original dataset the
result is equal to a reflection with respect to the symmetry plane. We use the mutual
information based on image intensities as similarity measure. The visual results seem
to be accurate (Fig. 1) and were confirmed by physicians, the technique can be applied
to a variety of medical images (e.g. CT, SPECT, PET, MRI, ...).

2 4-D Brain PET Tumour Classification

It is possible to obtain 3-D PET images [2] dynamically (4-D), which means a 3-D
image is acquired at multiple points in time. Dynamic images are used to monitor the
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Fig. 1. T2 weighted Brain MRI. Left: Unregistered images; Middle: Registered images;
Right: Calculated plane of symmetry

kinetics (speed/way of uptake) of a radio-pharmaceutical in a certain volume (e.g. of
an amino acid in the brain). It can be helpful for enhanced diagnostics of brain tu-
mours to evaluate various parameters (features) for a specific region of interest (ROI),
e.g. the shape of the time activity curve (TAC), mean uptake, ratio to reference region,
standardized uptake value. The manual pixel by pixel classification by physicians is
the current standard in clinics and is rather time consuming. Therefore an automatic
classification of the tumours according to the aforementioned features seems feasible.
We developed a solution which automatically extracts the desired features from med-
ical brain PET images. The solution is integrated into a state-of-the-art 3-D volume
renderer (InSpace)[3]. Additionally the automatic classification using Support-Vector-
Machines (SVM) was evaluated. Based on datasets from 79 patients out of the clinical
routine, classification rates for the 2 class problem (tumour/non-tumour) are good
(97%). However classification rates for the tumour type (4 classes: WHO1+2 Tu-
mours, WHO3 Tumours, WHO4 Tumours, Oligodendrogliomal Tumours) are rather
low (54%). An inaccurate ground-truth and overlapping classes in the feature space
seem to be limiting factors. Possible solutions could be a more carefull selection of the
patient collective and additional usage of features derived from other modalities (e.g.
MRI, CT).
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Abstract. Image rotation correction even in non-rigid endoscopic surgery
(particularly NOTES) can be realized with a tiny MEMS tri-axial iner-
tial sensor placed on the tip of an endoscope by measuring the impact
of gravity on each of the three orthogonal axes. After an initial cali-
bration the rotation angle can be estimated with some calculations out
of these three values. Achievable repetition rate is above the usual en-
doscopic video frame rate of 30Hz, accuracy is about one degree. The
image rotation was performed by rotating just digitally a capture of
the endoscopic analogue video signal which can be realized in real-time.
Improvements and benefits have been evaluated in animal studies: Co-
ordination of different instruments and estimation of tissue behaviour
regarding gravity related deformation and movement was considered to
be much more intuitive having a stable horizon on endoscopic images.

1 Method

One of the biggest problems with flexible endoscopy in Natural Orifice Translumenal
Endoscopic Surgery (NOTES) [1] is the missing information about image orientation
[2]. Thus, tip retro-flexion of a non-rigid endoscope causes image rotation angles till
±180 degrees.
Our approach to measure this orientation angle is to integrate a Micro Electro-Mechanical
System (MEMS) based inertial sensor device in the endoscope’s tip, which measures
influencing forces in three orthogonal directions [3,4]. If the endoscope is not moving,
only the acceleration of gravity has an effect on the three axes. Using an arc tangent
function the rotation angle Φ can be computed out of acceleration values Fy and Fz

on the two axes y and z orthogonal to the endoscopic line of view in x-direction:

Φ = arctan2(Fy, Fz) (1)

First, a preceded 3×3 calibration matrix, which incorporates misalignment and scal-
ing errors [5], has to be retrieved by initial measurements. Moreover a peak elimination
is the result of clever down sampling the measuring frequency, which is considerably
higher than the image frame rate, using a weighted sum algorithm. To avoid bouncing
or jittering images as a result of the angle correction, additional filtering is necessary.
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Fig. 1. EndoSens Hardware with ENDOrientation Algorithm for Endoscopic Image
Rectification

Hence, prior to angle calculation, the measures of each axis are filtered with a Hann
filter to smooth angle changes and with a minimum variation threshold to suppress
dithering.
With the employed sensor there is a uniform quantization of 8 bit for a range of ±2.3g
for each axis. This implies a quantization accuracy of 0.018g per step or 110 steps for
the focused range of ±g. This is high enough to achieve a durable accuracy even to a
degree within relatively calm movements. This is possible as roll angle Φ is calculated
out of inverse trigonometric values of two orthogonal axes. Single extraordinary dis-
turbed MEMS values or superposed accelerations with the same order of magnitude as
gravity are suppressed by the ENDOrientation algorithm [6].

2 Results

During a porcine animal study, the navigation complexity of a hybrid endoscopic in-
strument during a NOTES peritoneoscopy with the well established trans-sigmoidal
access [7] was compared with and without automated image rotation. To evaluate the
benefit of automated real-time MEMS based image rectification, four different needle
markers were inserted through the abdominal wall to the upper right, lower right, lower
left and upper left quadrants. These four needle markers had to be grasped with a
trans-abdominal introduced endoscopic needle holder under standardized conditions.
The minimum time, the mean time and the maximum time have been lower with image
rectification for every position [8]. All participating surgeons considered the complexity
lower using our ENDOrientation technique.
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Time-of-Flight Surface Imaging: Applications in
Radiotherapy
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Abstract. This project investigates the integration of time-of-flight sur-
face imaging into the clinical workflow of fractionated radiotherapy. The
major goal is to further improve the safety, quality and efficiency of dose
delivery. Promising applications within the radiotherapy workflow are
an optimized patient positioning and real-time motion management.

1 Time-of-Flight Surface Imaging

Time-of-flight (ToF) imaging provides a direct way to acquire metric surface data with
a single sensor in real-time [1]. Active light sources attached to the camera emit an
incoherent cosine-modulated optical signal in the non-visible spectrum of the infrared
range. The light is reflected by the scene and enters the monocular camera where
each sensor element performs a correlation of the local optical signal with the electrical
reference of the emitted signal. The measured phase shift φ between both signals
represents the propagation delay and the distance d from the sensor, d = c

2·fmod
· φ

2π
,

where fmod denotes the modulation frequency, c the speed of light.

2 Applications in Radiotherapy

A variety of medical applications is expected to benefit from ToF imaging in the future
[2,3,4]. The focus of this research project is on the development of methods that im-
prove the accuracy, safety and workflow efficiency of fractionated radiotherapy (RT).
As the name implies, the irradiation of the tumor is performed in multiple sessions
according to a treatment plan that is generated from an initial computed tomogra-
phy (CT) scan. In order to ensure an accurate adjustment of the external beam, the

a b c

Fig. 1. ToF measurement data, delivered by the sensor. a: Distance. b: Amplitude
(measure of confidence). c: 3D visualization of the point cloud.
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oncological patient must be aligned to the reference position of the planning CT be-
fore each treatment session. In this project, we develop a surface-based method for
patient positioning that relies on ToF data registration. In comparison to existing
alignment strategies, our approach is marker-less, non-invasive, contactless and does
avoid additional radiation exposure.

Real-time motion management is another promising application of ToF imaging
for RT. We develop a motion management system for acquisition and classification
of a multi-dimensional volumetric respiratory signal. The system monitors specific
anatomical regions of the upper part of the body and determines the instantaneous
phase within the respiration cycle.

a b c

Fig. 2. a: Flowchart of the clinical workflow in fractionated radiotherapy. b, c: Two
surface acquisitions, labeled in green and blue, respectively, before and after registra-
tion.
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Abstract. Patient positioning is very important for an accurate dose
delivery in radiotherapy. We present an automatic system, which com-
putes the rigid body transform between two surfaces acquired by a ToF
camera.

1 Introduction

In radiation therapy, tumors inside the human body are located and a treatment plan is
created. An optimal alignment of the treatment beam to the cancerous tissue requires
a very accurate positioning of the patient. To cope with that problem, there are on
the one hand X-ray image based systems. However, the additional radiation exposure
is harmful for the patient. On the other hand optical systems can be used to acquire
the body surface. Commercially distributed systems are still very expensive. A cost-
effective modality for the acquisition of objects is the Time-of-Flight (ToF) camera,
which provides 3-D information for a whole scene in realtime. In the presented system,
a ToF camera is used for patient positioning.

2 Methods

First of all, the camera is calibrated in order to reduce systematic distance errors.
The coordinate system of the linear accelerator is detected by means of a chessboard-
calibration-pattern. Temporal camera noise is suppressed with a Kalman filter [1]. Af-
terwards, the patient’s surface is extracted from the ToF dataset and rigidly registered
with the surface of a reference dataset. For the registration a two stage algorithm is im-
plemented: The first step introduces a novel algorithm for the computation of surface
features. Local surface patches are extracted and analyzed in the frequency domain.
By means of the feature vectors corresponding points are detected and a first estima-
tion for the rigid body transform is computed. The second stage consists of a modified
version of the Iterative Closest Point (ICP) algorithm [2]. It refines the registration
result and provides the relative transformation parameters for patient positioning.

3 Results

Using a body phantom, both the accuracy and the stability of the results is evaluated
on a linear accelerator. Practical tests demonstrate a mean accuracy of 1.62 mm for
the translational and 0.07◦ for the rotational component. The registration result of
two not completely overlapping surfaces is visualized in Fig. 1.
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Complete surface Transformed and cut surface Registration result

Fig. 1. Registration result after pre-registration and ICP.
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Abstract. Time-of-Flight (ToF) cameras [2] provide a cost-effective al-
ternative to camera-based milking robots. Due to the fast distance mea-
surement of ToF cameras one can determine the position of cow teats.
Using this position a robot can precisely dock to the detected teats.

1 Introduction

A major pitfall for many livestock farms is the relatively high purchase price (> 100.000
Euro) of current automated milking robot systems. Furthermore, there is also a limited
functionality of current systems. Often, ”‘inappropriate”’ cows cannot be processed
by existing systems on the market. ToF-cameras offer a cost-effective and better alter-
native to systems based on structured light or laser scanners. These methods cannot
capture fast movements of cows, and thus the time used for the docking process is
increased. In addition, a ToF-based solution can be realized much cheaper. Thus a
ToF-based milking robot is not only of higher quality, but also reduces the milking
time. We are currently developing algorithms for automatic detection of the position
of the teats. This information is used to control milking robots.

2 Methods

We us a standard CamCube ToF camera from PMD Technologies, Siegen. An ampli-
tude image of 204 × 204 pixels and a corresponding distance map is acquired by the
camera. The camera, is attached to a robot and pointing in direction of the cow udder.
Based on the amplitude image, we segmented about 1500 cow teats and flipped the
images on the y-axis. Therefore, we used about 3000 positive samples for training a
classifier based on haar features. Furthermore, about 17000 negatives samples are used.
To eliminate multiple and false detections, we introduced special constraints using the
corresponding distance map. These constraints contain the computation of the overlap
of detections and the correct window size in metric coordinates.

3 Results

Figure 1 shows the detection result of the just described system. The detected positions
of the system are transfered to the robot via a serial protocol.
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Fig. 1. Cow udder showing detected teats including the 3-D position.
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Abstract. Measuring devices for fast, accurate and markerless 3D-acq-
uisition of human feet are of large interest for a wide range of applica-
tions. From the fact that every foot is different arises the need for an
easy to use and inexpensive measurement system that is able to image
feet during gait. Time-of-Flight (ToF) imaging is a very promising tech-
nology to solve this task, as it measures 3D-images in realtime without
the need for markers and does not illuminate the scene with any visible
light.

1 Introduction

Both in the field of sports as well as in medicine and science the interest for fast
3D measuring devices remains high. In particular the deformation of feet during gait
cannot be measured by static acquisition devices that are available nowadays. Even
though there are several attempts to do high accuracy measurements of footsoles at
high framerates [1] [2], no system could establish itself so far.

Our proposed system consists of a ToF-camera which is facing a glass-plate from
below. The foot to measured is walking atop the glass and the camera records the sole.
The main goals of this system are portability, easy calibration routines, high frame
rate and the best possible measurement accuracy.

2 Calibration

The setup of the scanner device introduces two main measurement errors to the data:
on one hand the glass plate with a thickness of 26 mm distorts the image and on the
other hand inside of the closed housing internal reflections occur. Alltogether this leads
to raw data which is not usable for suffcient accurate measuring, as deviations from
a reference plane Pc reach values of up to 20 mm (fig. 1). Both effects are static.
For correction a three-dimensional offset O with individual values for each pixel in the
sense of a fixed pattern noise (fpn) is computed:

P ′ = T̂ (P ) + O . (1)

T̂ = argmin
T

∑

i

(P i
c − T (P i))2 . (2)

P denotes the raw measured 3D-data, T is a six-parameter rigid transformation
(rotation and translation) to align the glass plate with the XY -plane in the global
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Fig. 1. Calibration pattern with 10 mm features for computing fpn O (left). Compar-
ison of raw data, calibrated data and ground truth plane (right).

coordinate system and i is the index of a given pixel. O corrects the distortion of P . In
(tab. 1) results for the measurement accuracy are presented. Mean height-values and
standard deviation is shown in colums 2/6. To reduce noise in the raw data a flat plane
with homogeneous IR-reflectivity was used. In column 3/7 and 4/8 the measurement
accuracy for feature distances within a plane is given. The mean distance and standard
deviation between cross sections with 20 [mm] spacing is evaluted.

Table 1. Accuracy and noise of measurements. Values given in [ mm]. HR: real
height, HM: measured height, IP [x|y]: in-plane distances in [x|y]-direction.

HR HM IP x IP y HR HM IP x IP y
23.8 25.5 ± 0.94 20.18 ± 0.49 20.15 ± 0.15 100.2 101 ± 0.83 19.99 ± 0.44 19.98 ± 0.16
42.9 44.3 ± 0.89 20.12 ± 0.51 20.10 ± 0.14 119.3 120 ± 0.79 19.96 ± 0.46 19.94 ± 0.17
62.0 63.2 ± 0.84 20.09 ± 0.52 20.05 ± 0.15 138.4 140 ± 0.77 19.96 ± 0.51 19.91 ± 0.17
81.1 82.4 ± 0.84 20.06 ± 0.49 20.00 ± 0.15 157.5 159 ± 0.89 19.92 ± 0.51 19.89 ± 0.19
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Abstract. Random walk algorithms allow robust and fast image seg-
mentation from initially specified labels on a number of pixels in the
image. We propose an extension of the algorithm that allows an initial-
ization with probabilistic labels. This modification makes the random
walk algorithm much more suitable for processing the output of auto-
matic classification algorithms, as it allows to reflect uncertainty in the
labeling and it can overrule erroneous (outlier) labels.

1 Introduction

Automatic image segmentation approaches often consist of an initial classification of the
desired image regions and a subsequent spatial treatment of the classification output.
This aims to make the result spatially more consistent, i.e. close holes, remove stray
misclassified pixels and adapt the classification result to visible boundaries in the data.
The Random Walk algorithm [2] in its original form is designed for semi-automatic
image segmentation: The user specifies two or more sets of labeled image pixels and
the algorithm determines for every pixel in the image to which of those labels it most
likely belongs. To make the algorithm better usable in a setting where labels are
generated automatically, we propose the introduction of probabilistic labels, in a way
similar to [1]. As a result, it is possible to directly feed the output of probabilistic
classification algorithms into the fuzzy random walk.

2 Random Walks for Image Segmentation

Random walks describe the stochastic process of random movements on a graph. We
will introduce the random walk algorithm in terms of its namesake random walker:
Given an undirected graph and two or more sets of labeled vertices on the graph, we
want to determine for each pixel, which set a random walker moving around on the
graph will reach first, when started from that pixel. Formally we define the graph G to
consist of a set of vertices V = {v1, . . . , vn} and a set of edges E. In the context of image
segmentation each pixel constitute a vertex vi and the edge set E contains all edges eij

connecting directly adjacent vertices/pixels vi and vj in the image. Additionally, we
define edge weights wij = w(eij), associated with the edges, that indicate how difficult
it is for the random walker to cross that particular edge. The weights are usually
derived from the gray values at the vertices vi and vj . The function w that maps from



128

the edge eij to the according weight wij weights can, for instance be expressed in terms
of the image intensities xi at the vertex vi.

wij = w(eij) =

{

e−β|xi−xj | if eij ∈ E

0 else
(1)

where β acts as a scaling parameter for the image intensity differences. At each vertex
vi the random walker moves to the neighboring vertex vj with the transition probability
πi,j . These probabilities are defined in terms of the edge weights.

πi,j =
wij

∑n

k=1 wik

(2)

For interactive use m ≥ 2 disjoint sets of labeled vertices L1, . . . , Lm are defined man-
ually. Additionally the set L0 contains all the remaining unlabeled vertices L0 =
V \ ⋃m

k=1 Lk. We will use the name of a set of labeled vertices synonymously for the
corresponding label. It is then determined for every vertex which set of labeled ver-
tices the random walker is likely to reach first. The probability for the event that the
random walker started from vertex vi reaches a vertex in Lk with k > 0 before any
other labeled vertex, is denoted as P (Lk|vi).

P (Lk|vi) = χ(vi ∈ Lk) + χ(vi ∈ L0)
n∑

j=1
j 6=i

πi,jP (Lk|vj), (3)

where χ denotes the indicator function.

3 Probabilistic Labels

In the random walk algorithm, as described above, the labels specified for a vertex are
absolute and treated as ground truth. In the case of automatically generated initial
labels it is beneficial if they are specified in a way that is less absolute. This is done
by replacing the indicator function χ by a priori class probabilities.

P (Lk|vi) = P (vi ∈ Lk) + P (vi ∈ L0)

n∑

j=1
j 6=i

πi,jP (Lk|vj). (4)

The formulation is, therefore, a generalization of the original equation. Usually, the
probabilities provided as input to the random walk by an automatic classification
algorithm will not contain an ,,unknown label” L0. We will call these input class
probabilities Pinput(vi ∈ Lk). This is rectified by replacing them with derived initial
label probabilities that have artificially introduced probabilities for the label L0. They
are defined by considering the input probabilities as conditional probabilities with
respect to the label L0.

P (vi ∈ Lk|vi /∈ L0) := Pinput(vi ∈ Lk)

P (vi ∈ Lk) = (1 − P (vi ∈ L0))Pinput(vi ∈ Lk)

where 1 ≤ k ≤ m

(5)

Although it is certainly possible to define a value for P (vi ∈ L0) for each vertex sepa-
rately, we will use one global value u for all vertices in our experiments.
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image Pinput(vi ∈ L1) Pinput(vi ∈ L1) > 0.5 P (L1|vi) > 0.5

Fig. 1. From left to right: image, input label probabilities, resulting segmentation
from thresholding Pinput(vi ∈ L1) probabilities at 0.5, segmentation after random walk;
parameters used are β = 0.02 and u = 0.99.

4 Results

The algorithm, as introduced in this work, has been implemented for 2-D images in
Octave/Matlab. The computed tomography (CT) images used in the experiments
are preprocessed with minor Gaussian smoothing (σ = 2) to reduce image noise. As
an application example the algorithm is applied in liver tumor segmentation. An
initial classification is computed using probabilistic boosting trees [3] adapted for liver
segmentation. The results of the initial classification and the refinement by the fuzzy
random walk are shown in Fig. 1. Holes in the segmentation are nicely closed and even
some very uncertain areas are retained.
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Abstract. Statistical shape information is needed for many medical im-
age applications. Quite often, the single shape segmentations are en-
coded by signed distance maps (SDMs) and a principal component anal-
ysis (PCA) is performed. A statistical model is then fitted to the PCA
components and high-dimensional SDMs can be projected onto lower
dimensional representations. However, it is not obvious how to impose
a vector space on SDMs and, in general, the addition of two SDMs is
not an SDM anymore. Difficulties arise also when uncertainty about the
shape boundaries have to be incorporated into the model. The following
article presents an introduction to the concepts of the logarithm of odds
(LogOdds) that is applied to shape model generation and that can be
used to induce a vector space for probability atlases.

1 Introduction

In medical imaging, many segmentation tasks rely on prior information about the shape
in order to improve the robustness of the approach. The training data for the shape
information is usually provided by manual segmentation encoded as signed distance
maps (SDMs), where the zero level set implicitly describes the boundary of the ob-
ject. Values smaller than zero indicate the region outside and values larger than zero
the inner region of the shape. In comparison to explicit formulations as parametric
surfaces, the implicit SDM representation has some advantages: this representation
covers topological changes, multiple anatomical shapes can be represented within the
same model and the correspondence problem between the training data can be ad-
dressed using image registration techniques. In order to analyze the shape variation
throughout the training data, a principal component analysis (PCA) is often used and
a statistical model is fitted to the PCA components. During the segmentation, the
high dimensional SDMs are projected onto the lower dimensional manifold spanned by
the PCA components.

The major drawbacks of using SDMs directly for these computations is that SDMs
do not form a vector space. The addition of two SDMs, for instance, is generally
not a valid SDM anymore. Therefore, a new sample has to be projected back into
the manifold of valid SMDs using the PCA components. It is also not clear how to
incorporate uncertainty about the validity of the shape boundary into the resulting
shape model.

2 Logarithm of Odds

In 2007, Pohl et al. [1] have presented an approach using the logarithm of odds (Lo-
gOdds) formulation to define a vector space on probabilistic atlases (PAs). In summary,
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the LogOdds represents a class of functions that maps the space of M discrete distri-
butions PM to the Euclidean space:

PM =

{

p|p = (p1, . . . , pM ) ∈ (0, 1)M ∧
M∑

i=1

pi = 1

}

=

{

p|p =

(

p1, . . . , pM−1, 1 −
M−1∑

i=1

pi

)

∈ (0, 1)M

}

The multinomial LogOdds function is defined by the logit function that takes the vector
of discrete probability distributions as input and maps it to the real numbers:

logit(p) : PM 7→ R
M−1 , p ∈ PM

[logit(p)]
i
= log

(
pi

pM

)

, i ∈ {1, . . . , M − 1}

Its inverse function is the generalized logistic function:

[P(t)]i =







eti

1+
∑M−1

j=1
e

tj
, for i ∈ {1, . . . , M − 1}

1

1+
∑M−1

j=1
e

tj
, for i = M

The space of discrete probability distributions can, therefore, be associated with the
LogOdds space by the logit transform: LM−1 = {logit(p)|p ∈ PM} ≡ R

M−1.
In the special case of a Bernoulli distribution for just a two-class problem - many

segmentation problems can be reduced to this representation - the formulations can be
written in simplified forms in terms of a binomial probability distribution (with M = 2
and p ∈ R) and the sigmoid function:

logit(p) = log

(
p

1 − p

)

P(t) =
1

1 + e−t

Fig.1 shows a one-dimensional example for the LogOdds representation of a given PA.
The location of the object boundary is encoded as the zero level set of the LogOdds
function, which corresponds to values of the PA of 0.5.

Assuming the independence of neighboring voxels, the LogOdds allows for a one-
to-one mapping between the space of discrete distributions and an Euclidean space.
This relations can, therefore, be used to define a probabilistic vector space (P,⊕,⊗) ↔
(L, +, ·):

p1 ⊕ p2 = P(logit(p1) + logit(p2)) =
p1 · p2

p1 · p2 + (1 − p1)(1 − p2)

α ⊗ p = P(α · logit(p)) =
pα

pα + (1 − p)α
.

Interestingly, the probabilistic addition of a normalized class dependent probability
and the class prior yields the posterior probability for this class. Given two cases for
either encountering class A or not A and a feature B, the posterior can be computed
by the probabilistic addition operator induced by the LogOdds space:

p(B|A)

p(B|A) + p(B|A)
⊕ p(A) = p(A|B)
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Fig. 1. Probabilistic atlas (spatial probability) (a) with its corresponding LogOdds
function (b).

If used for image segmentation and shape model generation, the concept of LogOdds
has some nice properties. It embeds SDMs in a vector space, as every SDM is part
of the LogOdds space. Like SDMs, LogOdds encodes the boundary of the object
implicitly via the zero level set. Moreover, the certainty of the boundary location can
be controlled via the probabilistic scaling operator, which is demonstrated in Fig.2.
Having defined a vector space on PAs through the LogOdds formulation, combinations

0 20 40 60 80 100
−30

−25

−20

−15

−10

−5

0

5

x

lo
gi

t

LogOdds

logit(p)
0.5 * logit(p)
2 * logit(p)

(a)

0 20 40 60 80 100
0

0.2

0.4

0.6

0.8

1

x

p

Probabilistic Atlas

p(x = T)
0.5 ⊗  p(x = T)
2 ⊗  p(x = T)

(b)

Fig. 2. A scaling within LogOdds relates to a modified certainty of the boundary
location in the PA space.

between two PAs are no longer restricted to convex combinations and the result may be
more intuitive. The following example (Fig.3) shows a combination of two Gaussian-like
space conditional probabilities that may, for instance, represent two PAs at different
states. A direct and convex combination yields a multi-modal distribution, although
both PAs are mono-modal. Using the LogOdds, the result is again mono-modal, a
result one would usually expect.
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Fig. 3. Interpolation between two spatial probabilities (also known as space conditional
probabilities) (a). The direct convex combination yields a multi-modal distribution (b),
whereas the LogOdds interpolations (c), (d) result in more intuitive distributions.
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3 Summary

The LogOdds concept can be applied in image segmentation methods to incorporate
shape knowledge based on PAs. By interpreting the SDMs as part of the LogOdds
space, the PA can be defined in terms of the generalized logistic function. The mapping
between PAs and the LogOdds also induces a vector space for discrete distributions,
which allows for more flexible weightings of the PCA components and also the incor-
poration of the uncertainty of the boundary location. Existing applications based on
the LogOdds formulation are targetting brain segmentation and bias field estimation
or also voxel-based classification.
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Abstract. Rigid registration and fusion of pre-operative 3D volumetric
data with intra-operative 2D X-Ray images is an important task for many
clinical applications, for instance, in non-invasive cancer treatment using
radiation therapy. In this work, an intensity based approach is presented
which establishes the proper alignment between the data by a gradient
descent strategy based on analytically formulated derivatives of similarity
measures.

1 Registration method

Intensity based methods address the 2D/3D registration problem by computing digi-
tally reconstructed radiographs (DRRs) which are compared to real X-Ray images by
means of similarity measures. Common metrics described in literature are the sum of
squared differences, pattern intensity, gradient difference and mutual information [1].
The registration problem is formulated as a cost function J resulting in a non-linear
optimization problem which can be solved by employing a gradient descent strategy.
Using the ray-casting algorithm to generate a DRR, the gradient can be found in the
image domain Ω as

∇J =
∑

i,j∈Ω

αi,j

∫

Ray

JΦ (c + λni,j) · ∇V (Φ (c + λni,j)) dλ (1)

α is a weighting factor depending on the actual similarity measure, Φ denotes the rigid
body transformation (three rotations, three translations) that aligns the volumetric
data V, and JΦ is the Jacobian matrix of the transformation Φ. The optical center c

and the direction vector n are defined by the perspective projection properties of the
X-Ray device.
As the gradient ∇J defined in equation 1 is composed of single gradients at discrete
image positions (i, j) ∈ Ω, the performance of the presented registration method can
benefit from an implementation of gradient computation on general purpose graphics
processing units (e.g. using Nvidia’s CUDA technology [2]).

2 Results

Figure 1 shows the overlay of 3D data for the initial misalignment (a) and after reg-
istration (b). For this bi-plane setup (512 × 512 pixels, each) and a volume size of
256 × 256 × 256 the alignment was established in less than 4 s on an AMD Phenom
II X4 920 and a Nvidia GeForce GTX 285. The target registration error was 0.4 mm.
Experiments on different data sets showed similar results for small to medium initial
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misalignments (up to 20◦ rotation, translations depending on the actual problem).
However, for large displacements the registration may fail due to the optimization pro-
cess getting trapped in a local minimum. Regarding registration times, the size of the
X-Ray images is the dominating factor.

(a) Initial misalignment (b) After registration

Fig. 1. Overlay of 3D data.
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Abstract. In this work foot kinematics are derived. Bones shown in a
CT Volume are registered to a temporal sequence of fluoroscopic images.
A temporal sequence is acquired using two high-speed cameras mounted
each on an image intensifier. The motion of the bones is computed
performing a global rigid 3-D/2-D registration of the CT data to frames
of a fluoroscopic image sequence. In a further refinement step a local
neighborhood of a bone is defined by a segmentation mask such that each
individual bone can be aligned in a local coordinate system. The focus of
the presented work lies on the registration framework, especially on the
optimization. First pre-liminary results are presented. They show that a
fast registration can be achieved if most of the optimization work is done
in the parameter space of the detector plane, in 2-D. In conclusion we can
say that a fast intra-detector plane optimization, combined with rotation
degrees of freedom (DOF) in 3-D, provides a fast and robust optimization
strategy that outperforms standard 3-D optimization techniques.

1 Introduction

To evaluate the foot kinematics, especially of the bones, a fluoroscopy study with two
high-speed image intensifiers is performed. The final goal of this work is to derive a
motion model of the foot skeleton during running of a person. A 3-D volume from the
foot of a person and a temporal sequence of fluoroscopic images (an example image
is shown in Fig. 1) are acquired. This allows to register - using a local bone mask -
a single bone from a CT volume to a sequence of fluoroscopic images. An evaluation
framework is developed that allows to semi-automatically segment a single bone using
the RandomWalk segmentation algorithm [3]. First, a global rigid alignment of a CT
volume to each of the frames of the fluoroscopic images is performed and second, the
segmentation acts as a local mask such that a local refinement can be performed. This
provides a local registration of each single bone.

The problem statement of 3-D/2-D registration has already been addressed inten-
sively in the work of [1]. However, the 3-D/2-D registration problem is still not satis-
fyingly solved. One challenging problem is due to the fact that the DOF of translation
and rotation have a totally different impact to the energy function to be minimized.
The energy function is most frequently defined between the forward projection of a CT
volume and the acquired fluoroscopic reference images. Only few degrees of rotation
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can cause a rapid change inside the forward projection and thus the energy function
becomes very jagged and the optimization becomes strongly local. Additionally, even
in case of a perfect match, the content of the CT projection and the fluoroscopic image
can differ among other things by an intensity scale and anatomical structure due to
the limited field of view of the reconstructed CT volume. In conclusion of this obser-
vation, the choice of a proper similarity measure is important. A comparison between
similarity measures and feature based registration is presented in [2].

2 Calibration Issues

A further issue for the kinematic study is the view direction of the two high-speed
cameras. An optimal view setup for the registration problem is determined by an em-
pirical study and via simulations using the registration software. The data acquisition
environment is experimental and the calibration of a 3 × 4 projection matrix for each
camera is computed based on a calibration phantom as shown in Fig. 1 (left).

Fig. 1. Calibration phantom (left) and acquired fluoroscopic image (right).

3 Rigid 3-D/2-D Registration

A running trial of fluoroscopic images is not pre-aligned to the CT volume. Thus
an initial registration is performed. For the rigid registration a transformation with
six DOF has to be estimated. Three for translation and three for rotation. Many
standard approaches optimize all six DOFs using a local optimization method like
Powell’s method. In case of larger rotations the optimization can become quite local
and instead of continuing the update of the rotation, the translation according to the
source-detector distance of the volume is updated. Such an example is shown in Fig.
2 where the registration failed. Our approach minimizes intra-detector motions in 2-D
combined with the resulting DOFs in 3-D. This allows a fast intra-detector rotation
and translation and makes the registration more robust.
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Fig. 2. Standard 3D-2D registration. Left: initial position; middle: after few itera-
tions; right: failed result due to wrong depth translation.

4 Pre-liminary Results

A 3-D CT volume as shown in Fig. 2 (top row) is aligned to one fluoroscopic image.
The registration setup is shown in Fig. 3. The initial position of the volume is shown
in the left projection image. The middle image shows the reference and acquired
fluoroscopic image. The right image shows the registration result using the intra-
detector optimization technique.

Fig. 3. Pre-liminare result of intra-detector registration.

5 Summary and Conclusions

An evaluation framework for a fluoroscopy study of foot kinematics is under develop-
ment. A new intra-detector optimization technique is discussed and first pre-liminary
results are presented in Fig. 3. The registration software allows to align single bones
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inside a CT volume to a sequence of fluoroscopic images manually and with an auto-
matic registration method. In conclusion we can say that the optimization strategy
of a 3-D/2-D registration is crucial. An intra-detector optimization strategy combined
with 3-D DOFs can improve robustness and speed of the registration. The derivation
of the foot kinematics is still in progress.
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Abstract. Atrial fibrillation is the most common sustained arrhyth-
mia. Treatment is performed under fluoroscopic image guidance. Over-
lay images from pre-operative 3-D volumetric data can be used to add
anatomical detail otherwise not visible under X-ray. Unfortunately, cur-
rent fluoroscopic overlay images are static. We developed a system for
image-based 2-D motion estimation and compensation as a solution to
this problem. Respiratory and cardiac motion at the site of ablation is
estimated by tracking a catheter device in fluoroscopic images. In our
experiments, the circumferential catheter was successfully tracked in 13
sequences with an average tracking error of 0.6 mm.

1 Motivation

Recent research in the area of X-ray guidance for electrophysiology procedures found
that augmented fluoroscopy using overlay images rendered from 3-D images facilitates
more precise catheter navigation and a reduction in fluoroscopy time. Unfortunately,
current image overlay approaches still lack the possibility for motion compensation. A
first approach for 3-D respiratory motion compensation based on 3-D device tracking
was proposed by the authors in [1,2]. In this work, we describe a method that requires
only mono-plane fluoroscopy and therefore works in 2-D.

2 Motion Compensation by Catheter Tracking

The circumferential mapping catheter on the imaging plane is extracted by manual
clicking followed by fast marching in the first frame of the fluoroscopy sequence. The
2-D catheter model is then calculated as an ellipse from the obtained points. After the
catheter model has been generated from the first frame of the fluoroscopic sequence,
it is tracked throughout the remainder of the sequence. To minimize the influence
of peripheral structures, the region of interest is restricted around the center of the
tracked catheter in the previous frame. Histogram equalization is applied to improve
contrast. A vessel enhancement filter is used to improve line-like structures. This
image is binarized using Otsu’s method. Further, we apply a skeletonization algorithm.
Finally, a distance map is calculated. These steps are summarized in Fig. 1. Catheter
model tracking is achieved by performing model-based registration. The estimated
2-D translation can be directly applied to the 2-D overlay to move it in sync with the
tracked device.
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Image processing steps to enhance the elliptical structure of the catheter.

3 Results and Conclusions

Catheter tracking is based on a model-based registration framework. We start by
estimating a catheter model from the first frame of a fluoroscopic sequence. This
model is then tracked throughout the remainder of the sequence using model-based
registration. A clinical data set of 13 sequences was used for testing. The catheter was
successfully tracked with an average tracking error of 0.6 mm.
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