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Abstract

Single Photon Emission Computed Tomography (SPECT) is a widely used nuclear
medicine imaging technique with many applications in diagnosis and therapy. With
the introduction of hybrid imaging systems, integrating a SPECT and a Computed
Tomography (CT) system in one gantry, diagnostic accuracy of nuclear procedures
has been improved. Current imaging protocols in clinical practice take between 15
and 45 minutes and Filtered Backprojection (FBP) is still widely used to reconstruct
nuclear images. Routine clinical diagnosis is based on reconstructed image intensities
which do not represent the true absolute activity concentration of the target object,
due to various effects inherent to SPECT image formation.
In this thesis, we present approaches for the optimization of current clinical SPECT/CT
imaging for selected applications. We develop analysis tools for the image quality as-
sessment of commonly used static and dynamic cardiac image quality phantoms. We
use these tools for the optimization of cardiac imaging protocols with the specific
goal of reducing scan time and, at the same time, maintaining diagnostic accuracy.
We propose a time-optimized protocol which uses iterative image reconstruction and
offers a time reduction by a factor of two, compared to conventional FBP-driven pro-
tocols. The optimized protocol shows good agreement with the conventional protocol
in terms of perfusion and functional parameters when tested on a normal phantom
database and in prospective clinical studies.
In addition to optimizing image acquisition, we propose a calibration method for
improved image interpretation which allows to derive absolute quantitative activity
concentration values based on reconstructed clinical SPECT images. In this method,
we specifically take the non-stationarity of iterative reconstruction into account. In
addition, we estimate the imprecision of our quantitative results caused by errors
from measurement instrumentation and accumulated through the course of calibra-
tion. We could show that accurate quantification in a clinical setup is possible in
phantoms and also in-vivo in patients.
We use the proposed calibration method for the quantitative assessment of dynamic
processes by using time-contiguous SPECT acquisitions in combination with co-
registered CT images and three-dimensional iterative reconstruction. We develop a
physical dynamic phantom and establish a baseline for dual-headed SPECT systems
by varying time-activity input function and rotation speed of the imaging system. We
could show that, using state-of-the-art SPECT/CT systems, an accurate estimation
of dynamic parameters is possible for processes with peak times of 30 seconds.



Kurzfassung

Die Einzel-Photonen Emissions-Tomographie (SPECT) ist eine weit verbreitete nuk-
learmedizinische Bildgebungs-Methode mit einer großen Anzahl von Anwendungs-
bereichen im Bereich der Diagnose und Therapie. Mit der Einführung der Hybridtech-
nik, die ein SPECT-System mit einem Computer-Tomographen (CT) in einem Gerät
vereint, wurde die diagnostische Güte von nuklearmedizinischen Verfahren verbessert.
Die Aufnamhmezeiten klinischer Bildgebungsprotokolle betragen derzeitig üblicher-
weise 15 bis 45 Minuten und die Rekonstruktion der resultierenden Bilder wird noch
hauptsächlich mithilfe der gefilterten Rückprojektion (FBP) durchgeführt. Die Diag-
nose in der klinischen Routine basiert auf rekonstruierten Bildwerten, die aufgrund
von verschiedenen Faktoren in der SPECT Bildformierung nicht die echte Aktivität-
skonzentration des Zielobjektes widergeben.
In dieser Arbeit werden Ansätze für die Optimierung von ausgewählten Anwendun-
gen in der klinischen SPECT/CT Bildgebung vorgestellt. Es werden Hilfsmittel für
die Untersuchung der Bildqualität von häufig benutzten statischen und dynamis-
chen Herzphantomen entwickelt. Diese Hilfsmittel werden dann für die Optimierung
kardiologischer Bildgebungs-Protokolle genutzt mit dem Ziel die Aufnahmezeit zu
verringern und gleichzeitig die diagnostische Güte zu erhalten. Ein zeit-optimiertes
Protokoll wird vorgeschlagen, welches mithilfe von iterativen Rekonstruktionsver-
fahren eine Zeitverringerung um den Faktor zwei im Vergleich zu konventionellen
FBP-basierten Protokollen bietet. Dieses optimierte Protokoll zeigt im Hinblick
auf Perfusions- und Funktionseigenschaften gute Übereinstimmung mit dem konven-
tionellen Protokoll bei Tests mit einer Phantomdatenbank und in klinischen prospek-
tiven Studien.
Zusätzlich zur Optimierung der Bild-Akquisition wird eine Methode zur Verbesserung
der Bildinterpretation vorgeschlagen, welche erlaubt absolute quantitative Aktivität-
skonzentrationen aus rekonstruierten klinischen SPECT Aufnahmen zu extrahieren.
Diese Methode berücksichtigt ausdrücklich die Nicht-Stationarität der iterativen Rekon-
struction. Außerdem wird die Ungenauigkeit der quantitativen Ergebnisse geschätzt,
die durch Toleranzen der Messinstrumente entsteht und im Zuge der Kalibrierung
akkumuliert. Es konnte gezeigt werden, dass genaue Quantifizierung in einer klinis-
chen Umgebung sowohl in Phantomen als auch in-vivo in Patienten möglich ist.
Die entwickelte Kalibrierungsmethode wird ausserdem für die quantitative Bewer-
tung von dynamischen Prozessen benutzt, wobei zeitlich dicht aufeinander folgende
SPECT Aufnahmen in Kombination mit co-registrierten CT Aufnahmen und iter-
ativer Rekonstruktion verwendet werden. Ein physisches, dynamisches Phantom
wurde entwickelt und eine Richtline für Zweikopf-SPECT-Systeme wurde erstellt, in-
dem Eingangs-Zeit-Aktivitäts-Funktion des Phantoms und Rotationsgeschwindigkeit
des Bildgebungssystems variiert wurden. Es konnte gezeigt werden, dass eine genaue
Schätzung der dynamischen Parameter für Prozesse mit Einstromzeiten von 30 Sekun-
den möglich ist, wenn modernste SPECT/CT-Systeme verwendet werden.
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Chapter 1

Introduction

Molecular Medicine seeks the understanding of health and disease at the cellular and
molecular level, and to use this information to design new approaches to promote
health and prevent, diagnose, and treat disease. Molecular imaging visualizes and
localizes molecular processes in vivo for diagnosis and therapy. Minute amounts of
a radio-labeled compound (’tracer’) are injected and the distribution of this tracer
at one or multiple time points is measured thereafter. Tomographic techniques are
used to obtain a volumetric image of the tracer distribution which can be analyzed
and interpreted. Volumetric imaging has become clinical practice. Single Photon
Emission Computed Tomography (SPECT) is a tomographic nuclear medicine imag-
ing technique and has proven high sensitivity and specificity in oncology as well as
neurology and cardiology. The diagnostic ability has even been increased with the
introduction of multi-modal imaging systems combining SPECT cameras with mor-
phological imaging techniques such as Computed Tomography (CT) in one gantry.
Still, in clinical routine the two modalities are spatially and temporally separated
when using state-of-the-art SPECT/CT systems. Active research is conducted to ac-
quire, process and analyze multi-modal, spatio-temporal consistent and inconsistent
tomographic datasets and to assess the benefits in clinical applications.

1.1 Scope and Contribution to the Progress of Re-
search

This work aims to optimize current routine clinical SPECT/CT imaging by focusing
on the key components of the image formation chain: Imaging instrumentation, image
acquisition, image reconstruction, and image evaluation and interpretation.
The goals are to increase clinical efficiency and to improve SPECT image quality and
diagnostic value.
The following listing specifies current fields of research and points out our main
contributions:

• Active research is conducted to accelerate SPECT imaging techniques and
maintain diagnostic ability at the same time. In the case of myocardial perfu-
sion studies, current clinical SPECT acquisitions take between 15-25 minutes,
whereas a CT scan of the heart is performed in seconds. In order to increase

1



2 Chapter 1. Introduction

throughput or lower injected dose, faster SPECT scan protocols are needed. In
this work we evaluate new imaging protocols which allow a reduction of cardiac
imaging time by 50%. We develop tools for the evaluation of cardiac static
and echocardiogram (ECG)-gated images and assess the image quality deliv-
ered by time optimized scan protocols. We show that equivalent image quality
can be achieved with a protocol which uses 50% of the conventional number of
projection views.

• The interpretation of SPECT images in clinical routine is based on pixel in-
tensities which represent photons emitted from the object of interest. Due to
physical effects inherent to SPECT image formation, these pixel intensities do
not reflect the true activity concentration values in the object. Absolute quanti-
tative representation of the underlying activity distribution is of great interest
e.g. for treatment planning in radiotherapy or tumor staging and classifica-
tion. Various research groups work on absolute quantification in SPECT and
showed acceptable accuracies in static phantoms. Very few studies have been
published which apply in-vivo quantification. In this thesis we present a cali-
bration technique for quantitative SPECT/CT imaging which can be applied
to current clinical SPECT/CT imaging systems. We verify the method with
phantom studies and show an average in-vivo quantification accuracy of 1.1%
with a 95% confidence interval between -15.4% and +17.5%.

• The common clinical method for the evaluation of dynamic processes in nuclear
medicine is a planar study. Disadvantages of planar image acquisition are the
superposition of multiple organs and the poor capabilities in terms of absolute
quantification. SPECT techniques have been investigated for use in dynamic
studies. Still, the full potential and limitations of state-of-the-art SPECT/CT
systems for the imaging of dynamic processes are not yet revealed. In this
thesis, we establish a baseline for the quantitative capabilities of dual-headed
clinical SPECT/CT systems when time-contiguous acquisitions in combination
with 3D iterative reconstruction is used.

Some sections of this thesis contain material that has been published or submitted
for publication. We specify these articles in the following list:

[1] J. Zeintl, A. H. Vija, J. T. Chapman, E. G. Hawman, and J. Hornegger, “Quan-
tifying the Effects of Acquisition Parameters in Cardiac SPECT Imaging and
Comparison with Visual Observers”, in IEEE Nuclear Science Symposium Con-
ference Record, San Diego, CA, USA, 2006, pp. 3251-3257.

[2] J. Zeintl, X. Ding, A. H. Vija, E. G. Hawman, J. Hornegger, and T. Kuwert,
“Estimation accuracy of ejection fraction in gated cardiac SPECT/CT imaging
using iterative reconstruction with 3D resolution recovery in rapid acquisition
Protocols”, in IEEE Nuclear Science Symposium Conference Record, Honolulu,
HI, USA, 2007, pp. 4491-4496.

[3] J. Zeintl, A. H. Vija, A. Yahil, X. Ding, J. Hornegger, and T. Kuwert, “Towards
quantitative SPECT: Error Estimation of SPECT OSEM with 3D Resolution Re-
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covery, Attenuation Correction and Scatter Correction”, in IEEE Nuclear Science
Symposium Conference Record, Dresden, Germany, 2008, pp. 4106-4111.

[4] J. Zeintl, A. H. Vija, A. Yahil, J. Hornegger, and T. Kuwert, “Quantitative Ac-
curacy of Slow-Rotating Dynamic SPECT”, in IEEE Nuclear Science Symposium
Conference Record, Orlando, FL, USA, 2009, pp. 3853-3857.

[5] J. Zeintl, A. H. Vija, A. Yahil, J. Hornegger, and T. Kuwert, “Quantitative Accu-
racy of Clinical Tc-99m SPECT/CT Using OSEM with 3D Resolution Recovery,
Attenuation, and Scatter Correction”, Journal of Nuclear Medicine, vol. 51, pp.
921-928, 2010.

[6] A. H. Vija, J. Zeintl, J. T. Chapman, E. G. Hawman, and J. Hornegger, “Devel-
opment of rapid SPECT acquisition protocol for myocardial perfusion imaging”,
in IEEE Nuclear Science Symposium Conference Record, San Diego, CA, USA,
2006, pp. 1811-1816.

1.2 Structure of this Work
This thesis is structured as follows: Chapter 2 describes the physical principles of
SPECT imaging and details the key concepts of projection data generation and to-
mographic reconstruction. An overview of the imaging protocols which are currently
used in clinical routine is given and the state of the art of quantitative attempts for
static and dynamic SPECT are discussed. This chapter serves as foundation for the
subsequent chapters by providing the relevant background information.
Chapter 3 describes the image quality assessment tools developed to evaluate new
methods for optimized SPECT imaging. The developed tools process static and
ECG-gated cardiac image data sets.
In Chapter 4 these tools are applied for the optimization of cardiac scan protocols.
New faster scan protocols are compared with conventional methods in terms of image
quality and diagnostic ability.
Chapter 5 introduces methods for fully quantitative image interpretation. State-of-
the-art clinical SPECT/CT systems are characterized in terms of emission recovery
by identifying systematic biases across the imaging parameter space. A calibration
method is developed which allows quantitative SPECT data interpretation in phan-
toms and in-vivo. This method is also evaluated in dynamic SPECT imaging.
In the final chapter, we draw an overall conclusion and give an outlook for possible
future developments and optimization approaches in this field of research.
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Chapter 2

Background and Significance of
SPECT/CT Imaging

2.1 SPECT Image Formation - Physical Principles

Single Photon Emission Computed Tomography is a non-invasive tomographic imag-
ing technique widely used to assess the metabolism of human tissue on a molecular
level. It has shown its clinical practicability in many applications across neurol-
ogy, cardiology, and oncology. SPECT imaging, as opposed to conventional nuclear
medicine planar imaging, provides information about the target object in three di-
mensions.
A gamma-emitting radioisotope is attached to a ligand which has specific chemical
binding properties to certain types of human tissues. This radiopharmaceutical is
injected in the patient’s blood stream and accumulates in the target regions within
the body. Gamma rays are emitted from these regions and collected by an external
detector system, also called gamma camera. For tomographic imaging, the gamma
cameras (usually two) rotate around the patient and collect a set of two-dimensional
(2D) projection images, which are reconstructed to a three-dimensional (3D) image
using certain post-processing techniques. The principles of the entire SPECT image
formation chain including instrumentation, projection data generation, and recon-
struction are explained in detail in this chapter.

2.1.1 Gamma Camera

The first gamma camera was developed by Anger in 1964 [1]. The key components
of the gamma camera are the collimator, the scintillation crystal, the photomultiplier
tubes (PMT), and the signal processing electronics. A schematic layout of the camera
assembly is shown in Figure 2.1 left.
The collimator is a pattern of holes made of lead or other γ-ray absorbing material.
It is responsible for the projection of the source distribution onto the detector crystal
by restricting the passage of the photons (absorptive projection). In the case of
parallel collimation, only those photons traveling perpendicular to the detector reach
the crystal. The shape and geometry of the holes vary depending on the imaging

5



6 Chapter 2. Background and Significance of SPECT/CT Imaging

Figure 2.1: Left: The key components of a gamma camera; Right-top: A rectangular
gamma camera detector with the cover removed showing the array of photomultiplier
tubes attached to the NaI(Tl) crystal; Right-Bottom: A enlarged sample of a parallel
hole collimator; (Courtesy of Siemens Healthcare)

objective. Figure 2.1 right-bottom shows an enlarged sample of a uniform septa
parallel-hole collimator (BiCORE™, Siemens Healthcare).
The scintillation crystal is made of thallium activated sodium iodine (NaI(Tl)) in
almost all commercial systems. It absorbs the incoming photons via photoelectric
effect and produces a flash of light at the point of interaction. The light intensity is
proportional to the energy of the interacting photon. Photomultiplier tubes detect
the light flash and convert it to pulses of electric current. The signal processing
electronics amplify and analyze the pulses from the PMT array and determine the
energy of the absorbed photon and the location of interaction. The uncertainties of
both energy and location of the absorbed photons are referred to as energy resolution
and spatial resolution of the detector. The typical intrinsic resolution of a large field of
view gamma camera in clinical use is the range of 4 mm (full width at half maximum,
FWHM). The typical energy resolution is in the range of 10% of the photon energy.
Figure 2.1 right shows a picture of a rectangular gamma camera detector with an
array of 59 PMTs mounted on the scintillation crystal. The total field of view (FOV)
is 53.3 × 38.7 cm (Data courtesy of Siemens Healthcare).

2.1.2 The Projection Characteristics in SPECT

The generation of projection data in SPECT is unique for this modality and will
be described in more detail in this section. We start with the general principle of
projection data generation typical for parallel beam Computed Tomography (CT)
and add the specifics for SPECT imaging later.
The image formation in parallel beam CT is based on a fundamental relationship
between the image space (object space) and the data space (projection space). This
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Figure 2.2: The relationship between image space f (x, y) and data space g (t, θ) in
the case of parallel projection

relationship is described by the radon transform [2]. For a 2D image space it can be
written as follows:

g (t, θ) =

∫∫
f (x, y) δ (x cos θ + y sin θ − t) dxdy , (2.1)

where f (x, y) is the representation of the object in image space, δ(. . .) is the Dirac
delta function, and g (t, θ) is the projection data with t being the detector coordinate
and θ the projection angle. Each value in data space is equal to the value of a specific
line integral in image space, as shown in Figure 2.2. For a simple parallel projection
generation process, the inverse Radon transform describes the mapping from data
space back to image space also referred to as reconstruction.

In SPECT imaging the relationship between image space and data space is not
as simple as described by the Radon transform. Various effects inherent to the image
formation chain contribute to a more complex projection operator in SPECT. In the
following, the key image degrading factors are discussed.

Collimator Characteristics

In the case of ideal parallel collimation all photons traveling not perpendicular to the
detector are absorbed while all photons traveling perpendicular to the detector pass
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through without any interactions. In this ideal case the collimator efficiency, which
is the number of γ-rays passing through the collimator per γ-ray emitted from the
source toward the collimator, is 100% and the collimator resolution is infinitesimal.
In practice, the collimator is not ideal and there is a trade-off between efficiency and
resolution.
The collimator holes have finite width and length. Thus, photons not traveling per-
pendicular to the collimator but still traveling within a certain acceptance angle pass
through the collimator, as shown in Figure 2.3(a). As a result the spatial resolution
of the collimator is distance dependent. With increasing distance of a point source
to the collimator the photons pass freely through an increasing number of collimator
holes and are detected over a larger area of the detector. Figure 2.3(b) shows the
principle of this point spread function (PSF).
The collimator resolution rColl is given by the FWHM of the radiation profile of a
point source projected by the collimator onto the detector (see 2.3(b)). It can be
calculated as follows [3]:

rColl ≈ d(leff + b)/leff , (2.2)

where b is the distance from the source to the collimator, d is the hole diameter and
leff = l− 2µl

−1 is the effective length of the collimator holes. µl is the linear attenu-
ation coefficient. The effective length accounts for the effect of septal penetration.
rColl decreases with the decrease of the hole diameter d and the increase of the effec-
tive hole length leff .
The collimator efficiency eColl can be calculated as follows [3]:

eColl ≈ K2(d/leff )
2[d2/(d+ ts)

2] , (2.3)

where K is a constant dependent on the hole shape (∼ 0.26 for hexagonal and ∼ 0.24
for round holes) and ts is the septal thickness.
The ratio d/leff affects the collimator efficiency quadratically. An approximate rela-
tionship between collimator resolution and collimator efficiency is:

eColl ∝ (r2
Coll) . (2.4)

Nonuniform Attenuation

Photons that follow a straight line from the point of origin through the collimator and
deposit their full energy in the detector crystal are most useful for SPECT imaging.
Attenuation is the decimation of these useful photons due to interactions with matter
when passing trough objects between the point of origin and the detector. In SPECT
imaging, with typical photon energies between 80 keV and 500 keV, there are two
major effects: Photoelectric absorption and Compton scattering. In photoelectric
absorption the incident photon is fully absorbed by an atom. In Compton scattering
the photon collides with an orbital electron and is deflected by a scattering angle.
The intensity of a collimated beam with an initial intensity I0 exiting a given material
of thickness x is:

I(x) = I0e
−µlx , (2.5)

where µl is the linear attenuation coefficient which depends on the material and the
photon energy. The value of µl also depends on the measurement geometry. Narrow
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(a) Collimator acceptance angle (b) Radiation profile of a point source (Point
Spread Function). The full width at half maximum
(FWHM) is used to characterize the collimator res-
olution

beam geometry postulates a highly collimated photon beam without scattering. If
the measurement is made with a broad beam geometry scattered photons from di-
rection other than the beam are detected and increase the measured intensity. The
narrow and broad beam values for 140 keV photons in water are 0.15 cm−1 and ∼0.12
cm−1, respectively [4]. Linear attenuation coefficients in the human body range from
almost zero, for air, to approximately 0.28 cm−1, for cortical bone (140 keV), and
their distribution is highly inhomogeneous across the body. This postulates proper
attenuation correction techniques for SPECT imaging in clinical practice.

Scatter

A fraction of the photons that travel through the body is scattered in the tissue and
looses energy. The energy loss depends on the scattering angle ϕ:

ESC = 1 +
E0

m0c2
(1− cosϕ) , (2.6)

where E0 is the initial photon energy, ESC the energy after the interaction, m0 the
rest mass energy of the electron, and c is the speed of light. Figure 2.3 shows a
typical energy spectrum of 140 keV photons (Tc-99m) in scattering medium. In this
case the spectrum was measured during a regular clinical acquisition using a large
field of view (FOV) gamma camera (Symbia-T6, Siemens Healthcare) with an energy
resolution of 10%. Due to this finite energy resolution a fraction of scattered photons
is detected within the peak of the primary photons (photopeak). A 140 keV photon
scattered e.g. through an angle of 45◦ has a remaining energy of 129.5 keV which is
within a typical acquisition energy window width of 15%. Scattered photons which
are detected carry varying degrees of spatial information and can be characterized
by a scatter response function (SRF) which describes the probability with which the
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Figure 2.3: Typical energy spectrum of 140 keV photons in scattering media (clinical
acquisition of a human torso using Tc-99m-diphosponate). The spectrum was gen-
erated using a large field of view gamma camera (Symbia-T6, Siemens Healthcare)
with an energy resolution of 10%.

scattered photons originating from a point in the object are detected in a specific
detector position. The SRF is non-stationary and depends on the source location,
the photon energy, and the composition of the material [5, 6, 7].

2.1.3 The SPECT System Model

It was mentioned earlier (Section 2.1.2) that the Radon transform (Equation (2.1))
represents the relationship between the image space f (x, y) and the data space g (t, θ)
for an ideal parallel projection geometry. This relationship can also be written using
a linear operator A:

g = Af ⇐⇒ g (t, θ) =

∫∫
a (t, θ, x, y) f (x, y) dxdy , (2.7)

where A is called the system operator which models the imaging system (here in 2D).
For the ideal case of the Radon transform A is:

a (t, θ, x, y) = δ (x cos θ + y sin θ − t) . (2.8)

As discussed in Section 2.1.2, real SPECT systems have finite spatial resolution.
This can be accounted for in the system model using a detector response function
d(t, θ, x, y) at a particular position (x, y) in the object. In addition, the attenuation
factor c(x, y) experienced at position (x, y) can be included in the system operator.
If both detector response and attenuation are modeled Equation (2.1) can be written
as follows:

g = Ad,cf ⇐⇒ g (t, θ) =

∫∫
f (x, y) c (x, y) d (x cos θ + y sin θ − t) dxdy . (2.9)
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In the definitions above the parameters x, y, t, and θ were assumed to be contin-
uous. In practice, however, tomographic imaging devices can only acquire a finite
number of data points collected over a finite number of angular views and recon-
struction algorithm can only estimate a finite number if image intensity parameters.
Therefore, discrete representations are used. The discrete representations for data
space and image space are g and f with detector elements gi and image voxels fj
where i = 1, 2, . . . , P and j = 1, 2, . . . , N . Thus, the operator A becomes a matrix
with dimension P × N . Each element aij represents the probability that a photon
detected in the ith detector element originated from the jth volume element (voxel).
For SPECT systems this matrix is full-rank yet ill-conditioned, so inversion is non-
trivial.
Due to randomness in activity distribution, activity decay, and photon counting,
SPECT projection measurements are treated as Poisson distributed independent ran-
dom variables [8]:

G ∼ Poisson {Af + ς} , (2.10)

where Poisson {λ} is the Poisson distribution with mean λ and ς denotes additive
scattered counts. At this point we assume that scattered counts are additive even
though scatter can also be incorporated in the system matrix by calculating the SRF
e.g. by using Monte-Carlo simulations [9].
In order to generate 3D information from the data, image reconstruction tries to
estimate the real image f given the data g as a realization of the random vector G.
The concept of image reconstruction will be discussed in the following section.
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2.2 Tomographic Image Reconstruction in SPECT
As shown in the previous section, the tomographic data g produced by a SPECT
camera is a set of projections through the object f . This data cannot be used in its
raw form for medical diagnosis. It would be a challenging task for a human observer to
reliably detect small abnormalities and determine their exact positions by examining
the projection views only. Thus, image reconstruction methods are required to map
the observed data g to an image estimate f̂ .

2.2.1 Filtered Backprojection

The most basic approach for obtaining an image estimate from the observed data is
to use the inverse of the Radon transform (Equation (2.1)):

f̂(x, y) =

π∫
0

g (x cos θ + y sin θ, θ) dθ (2.11)

The backprojection distributes each projection back across the image grid along the
direction of the respective projection angle and integrates the result over all angles.
It can be shown that the simple backprojection yields a blurred image estimate [3]:

f̂(x, y) = f(x, y) ∗ 1

|r|
, (2.12)

where r =
√
x2 + y2 is the radial distance and ∗ represents the appropriate convolu-

tion which is 2D in this case. This so called 1/r blurring can be avoided by applying
a ramp filter to the projections in frequency domain:

Ǵ(ωt, θ) = |ωt|G(ωt, θ) , (2.13)

where
G(ωt, θ) = F [g(t, θ)] (2.14)

is the Fourier transform of the projection data. With

ǵ(t, θ) = F−1[Ǵ(ωt, θ)] (2.15)

the formula for the Filtered Backprojection (FBP) can be written as:

f(x, y) =

π∫
0

ǵ (x cos θ + y sin θ, θ) dθ (2.16)

Note that FBP reconstruction with perfectly measured noise-free data yields the exact
value of the true object distribution f(x, y). The ramp filter in frequency domain
emphasizes high frequencies and suppresses low frequencies. This eliminates 1/r
blurring, yet amplifies high frequency noise. Since there is usually little signal in the
highest frequencies of a nuclear medicine image, filters that roll off gradually at higher
frequencies, such as e.g. Shepp-Logan [10], Hann [11], or Butterworth [12], are used
in practice. The filter cut-off frequency is an important parameter to set. For FBP
reconstruction it is usually defined in the spatial domain and given in cycles/pixel or
as a multiple of the Nyquist frequency (fNyquist = 0.5 cycles/pixel). We will expand
on the impact of the cut-off value on image quality in Chapter 3.
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2.2.2 Statistical Image Reconstruction

In SPECT clinical practice FBP is still a widely used method for image reconstruction
and recommended by major nuclear medicine communities [13, 14, 15]. However,
FBP in general does not account for depth-dependent blur or scattered photons and
has limited capabilities in terms of attenuation correction. If optimal corrections for
image degradations are needed, iterative image reconstruction is to be used [15]. It
was shown e.g. by Gilland et al. [16], Tsui et al. [17, 18], and Rosenthal et al. [19]
that these corrections reduce errors for absolute quantification in SPECT imaging.
Both the availability of fast computers at low cost as well as advances in efficient
processing allow the use of computationally expensive iterative methods in clinical
routine [14]. Ordered Subset Expectation Maximization (OSEM) [20], an accelerated
version of the Maximum Likelihood Expectation Maximization (MLEM) method [21],
is often the iterative method of choice.
In the following, the concept of iterative reconstruction based on MLEM is discussed
in more detail.

The EM Algorithm in Emission Tomography

The expectation maximization (EM) algorithm was first proposed in 1977 by Demp-
ster et al. [22]. It was adapted to the reconstruction problem in emission computed
tomography (ECT) by Lange et al. [23] and Shepp et al. [21] as Maximum Likelihood
Expectation Maximization (MLEM) reconstruction.
The EM algorithm is an iterative method for solving maximum likelihood (ML) es-
timation problems when missing or latent information is involved. It consists of two
alternating steps which are repeated until convergence: The expectation step (E-step)
and the maximization step (M-step).
The key equation of the EM algorithm describes the relationship between some ob-
servable information and complete information given an estimated parameter set
B̂(n+1) in iteration step (n+ 1):

ln p(x; B̂(n+1)) = ln p(x, y; B̂(n+1))− ln p(y|x; B̂(n+1)) , (2.17)

with x being the observed data, y the hidden data and ln p(· · · , B̂(n+1)) the log-
likelihood function. In words, Equation (2.17) states that the observed information
is equal to the complete information minus the hidden information. By multiplying
Equation (2.17) with p(y|x; B̂(n)) and integrating over y we get:∫

p(y|x; B̂(n)) ln p(x; B̂(n+1)) dy =∫
p(y|x; B̂(n)) ln p(x, y; B̂(n+1)) dy −

∫
p(y|x; B̂(n)) ln p(y|x; B̂(n+1)) dy

(2.18)

The left hand side of Equation (2.18) remains the log-likelihood function of the ob-
served data ln p(x; B̂(n+1)) after integrating over y. The right hand side of the equa-
tion can be written as:

Q
(
B̂(n); B̂(n+1)

)
+H

(
B̂(n); B̂(n+1)

)
, (2.19)
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where Q(B̂(n); B̂(n+1)) is the so called Q-function or Kullback-Leibler statistics and
H(B̂(n); B̂(n+1)) is the entropy with

Q
(
B̂(n); B̂(n+1)

)
=

∫
p(y|x; B̂(n)) ln p(x, y; B̂(n+1)) dy (2.20)

H
(
B̂(n); B̂(n+1)

)
= −

∫
p(y|x; B̂(n)) ln p(y|x; B̂(n+1)) dy (2.21)

Instead of maximizing the likelihood of the observed data, the EM algorithm maxi-
mizes the Q-function which also can be written as a conditional expectation of the
complete data given the observed data:

Q
(
B;B

′
)

=

∫
p(y|x;B) ln p(x, y;B

′
) dy

= E
[
ln p(x, y;B

′
) | x,B

]
(2.22)

At this point we can define the data variables which are used in the case of emission
tomography [24]:
The observed projection data (or incomplete data) are denoted by g. The projection
data are incomplete because the exact location of the origin of the photons collected
in each detector element i is unknown. According to Equation (2.7) the counts in
each detection bin are projected from the object f in a way described by the system
matrix A. Each element aij in the system matrix, which is primarily defined by the
imaging geometry and imaging physics, can be seen as the probability of detecting a
photon in detector pixel i originated from voxel j. The data g would be complete if
we knew not only the count values in each detection bin but also how many of these
counts originated from each voxel k in the object. The full complement of data we
wish we had (complete data) are denoted by s with elements sik with k ∈ Ji where
Ji denotes the set of voxels contributing to detector bin i. Each element sik is the
number of photons emitted in voxel k and detected in detection bin i.
With this definition of the data we can formulate the EM algorithm for SPECT. The
E-step of the EM algorithm computes the expectation (Equation (2.22)) based on
the current image estimate f̂ (n):

Q
(
f ; f̂ (n)

)
= E

[
ln p (s; f) | g; f̂ (n)

]
, (2.23)

The M-step calculates the next image estimates f̂ (n+1) by maximizing Q(f ; f̂ (n)):

f̂ (n+1) = arg max
f

Q
(
f ; f̂ (n)

)
. (2.24)

The relationship between the complete data s, observed data g, and the image f is
as follows:

gi =
∑
k∈Ji

sik (2.25)

E [sik] = aikfk . (2.26)
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In emission tomography the data are independent Poisson distributed random vari-
ables. The basic Poisson model provides the probability of measuring a particular
count c given an expected measurement λ:

p(c;λ) =
λce−λ

c!
(2.27)

The conditional probability of acquiring the measured projection count distribution
g for a given activity distribution f , also called the likelihood, is the product of the
probabilities for the individual detector bins:

p(g; f) =
∏
i

E [gi]
gi e−E[gi]

gi!
, (2.28)

where
E [gi] =

∑
j

aijfj . (2.29)

The likelihood function of the complete data is therefore:

p(s; f) =
∏
i

∏
k

E [sik]
sik e−E[sik]

sik!
. (2.30)

Accordingly the log-likelihood function is:

ln p(s; f) =
∑
i

∑
k

[sik ln (E [sik])− E [sik]− ln (sik!)] (2.31)

and using Equation (2.26) we can write Equation 2.31 as a function of sik, aik, and
fk:

ln p(s; f) =
∑
i

∑
k

[sik ln (aikfk)− aikfk − ln (sik!)] . (2.32)

E-step

With the likelihood function defined we can compute the E-step of the EM algo-
rithm:

Q
(
f ; f̂ (n)

)
= E

[
ln p (s; f) | g; f̂ (n)

]
=

∑
i

∑
k

{
E
(
sik | g; f̂ (n)

)
ln (aikfk)− aikfk − E [ln (sik!)]

}
(2.33)

The expectation value of sik given the measured data and the current image estimate
is:

E
[
sik | g; f̂ (n)

]
=

aikf̂
(n)
k∑

j

aij f̂
(n)
j

gi
def
= qik , (2.34)
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which is the fraction of the counts in pixel i expected to have originated from voxel
k given that the current image estimate f̂ (n) is the source of the counts. From sub-
stituting Equation (2.34) in Equation (2.33) it follows:

Q
(
f ; f̂ (n)

)
=
∑
i

∑
k

{qik ln (aikfk)− aikfk − E [ln (sik!)]} . (2.35)

M-step

The M-steps finds the new image estimate f̂ (n+1) by maximizing Q(f ; f̂ (n)) with
respect to f .
The partial derivative of the Q-function is:

∂Q(f ; f̂ (n))

∂fj
=
∑
i

(
qij

f̂n+1
j

− aij

)
!

= 0 (2.36)

By using Equation (2.34) and solving for f̂n+1
j the well-known iterative expression for

the MLEM algorithm is obtained:

f̂
(n+1)
j =

f̂
(n)
j∑
i

aij

∑
i

aij
gi∑

j

aij f̂
(n)
j

(2.37)

In practice, Equation (2.37) is implemented using a pair of forward and back pro-
jectors. Each voxel of the current image estimate f̂

(n)
k is forward projected using the

known system matrix A to obtain an estimated projection data set (denominator of
the second fraction). The estimated projections are divided into the measured pro-
jections and the ratio is backprojected, denoted by the sum over i. This correction
term is multiplied to the current image estimate and normalized by the backprojec-
tion of ones. A schematic overview of the iterative process in SPECT reconstruction
is shown in Figure 2.4. The OSEM algorithm [20] is an accelerated version of the
MLEM algorithm. In MLEM, the image is updated after all projection angles have
been processed. OSEM updates the image after a subset of projections has been pro-
cessed. One iteration is completed once the entire projection data set is processed and
the total number of updates is the number of subsets times the number of iterations.
The acceleration is proportional to the number of subsets.

2.2.3 Correction Techniques for SPECT Physical Effects

As detailed in the previous section, FBP reconstruction provides an exact analytical
solution for the reconstruction problem by inverting the Radon transform. However,
we mentioned earlier that the inversion of the Radon transform is only part of the
problem. Photon attenuation, scatter, and distance dependent resolution corrupt the
projection images. As a result, FBP reconstructed images do not represent the true
source distribution, even in the absence of noise.
Even though corrections for image degrading factors can in part also be incorporated
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Figure 2.4: A schematic overview of the principle of iterative reconstruction in
SPECT.

into FBP reconstruction (see e.g. [25, 26]), we focus on the practical implementation
of these correction techniques within iterative reconstruction.

Non-uniform Attenuation Correction

A fundamental part of attenuation correction is to accurately determine the patient-
specific distribution of linear attenuation coefficients, also called attenuation map or
µ-map. There are three different strategies for the estimation of this map. One can
either calculate the values from emission data directly, use a transmission source in
combination with the gamma camera employed for emission imaging, or import maps
from different modalities e.g. CT [27]. In this work we focus on the latter method,
since co-registered CT data is available for all the performed experiments and patient
studies.
CT inherently provides patient-specific measurements of the linear attenuation coef-
ficients at each point in the image. However, these measurements are performed at
the X-ray energy of the CT scanner, which generates a polychromatic X-ray beam
with a mean energy of 50-80keV, depending on the peak tube voltage. Therefore,
the linear attenuation coefficients obtained from the CT scan need to be converted
to those corresponding to the energy of the emission photons. This is usually done
using a piecewise linear fit to pairs of HU and known attenuation coefficients of the
calibration materials (e.g. water, bone) [27, 28, 29, 30].
Once the µ-map is calculated, it can be incorporated into the reconstruction algo-
rithm. Numerous algorithms for attenuation correction have been developed. Analyt-
ical approaches for non-uniform attenuation correction were e.g. proposed by Liang
et al. [31] and Glick et al. [25] and the inversion of the Radon transform in the gen-
eral case of non-uniform attenuation has been solved by Natterer [32]. A commonly
used method in combination with FBP reconstruction is the Chang algorithm [33]
which assumes uniform attenuation and is applied as a post-processing step. It is
mainly used for FBP in clinical routine because it is fast, straightforward, and leads
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to acceptable results in regions with quasi-uniform attenuation e.g. the brain [34].
The MLEM/OSEM method is the iterative method of choice in clinical practice.
It proved a high degree of accuracy when compensating for attenuation using non-
uniform µ-maps [35]. As indicated in Equation (2.9) the effects of photon attenuation
can be incorporated into the system matrix A of the iterative algorithm. In practice,
an attenuated projector-backprojector pair is used for the forward and backward pro-
jection operations in the iterative process of Equation (2.37) [36]. The attenuated
projection operation can be written as:

g(t, θ) =
∑
j

fj exp

− ∞∫
rj+1

µ(r) dr

 rj+1∫
rj

exp [−µj(rj+1 − r)] dr , (2.38)

where rj and rj+1 are the positions of the edges of voxel j through which the projection
ray passes in direction of r perpendicular to the detector (r = −x sin θ+y cos θ). The
first exponential term represents the attenuation of a photon emitted from position
rj+1 (voxel edge towards the detector) and the second term accounts for attenuation
across the voxel.
In general, the backward projection should be the transpose operation to the forward
projection. However, Zeng et al. [37] showed that in some cases it is beneficial to use
an unmatched projector-backprojector pair e.g. to speed up computation.
Figure 2.5 illustrates the effect of non-uniform attenuation correction using the exam-
ple of a patient injected with a Tc-99m labeled somatostatin receptor-binding peptide
(Tc-99m-SMS). Images were acquired on a SPECT/CT hybrid camera at the Clinic
of Nuclear Medicine, University of Erlangen-Nuremberg. The CT image (A), the cor-
responding attenuation map (B), and MLEM/OSEM reconstructed images without
(C) and with (D) attenuation correction are shown.

Detector and Collimator Response Correction

In addition to non-uniform attenuation, the distance dependent detector response can
be modeled in the iterative reconstruction. The detector response function (DRF)
in SPECT has four components: the intrinsic response due to finite resolution of the
detection system, the geometric collimator response, and the septal penetration and
septal scatter response [38]. The general form of the detector response function can
be written as:

d(t,D) = i(t) ∗ (gC(t,D) + pS(t,D) + sS(t,D)) , (2.39)

where D is the distance from the source to the detector plane, i(t) the intrinsic
point response function, and gC(t,D), pS(t,D), and sS(t,D) the collimator specific
geometric, septal penetration, and septal scatter response functions. Note that the
representation of the detector response function in Equation (2.39) is simplified in
comparison to the representation in Equation (2.9) because for parallel hole collima-
tors it is often assumed to be invariant in planes parallel to the detector plane and
independent of projection angle θ. This property can be exploited when using rota-
tion based projector-backprojector pairs [39, 40]. For each projection view the image
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Figure 2.5: Example images of a patient injected with Tc-99-SMS: CT image (A),
corresponding µ-map (B), and reconstructed images without (C) and with (D) at-
tenuation correction. Courtesy Clinic of Nuclear Medicine, Erlangen University.
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Figure 2.6: Illustration of PSF modeling in the forward projection using a rotation
based projector. The image grid is rotated and each image plane parallel to the
detector is convolved with the appropriate dector response kernel.

is rotated such that the sampling grid is parallel to the detection plane (see Figure
2.6). The detector response can be modeled by convolving each image plane parallel
to the detector with the appropriate detector response kernel. For simplicity septal
penetration and septal scatter are often neglected and the detector response function
is simply the convolution of intrinsic and geometric collimator response [41]. This
function is well approximated by a Gaussian and often described as the basic PSF
model in literature [38, 42, 43, 44]. Using a Gaussian, one can model the incremental
blurring from one image plane to the next using Gaussian diffusion [42, 45, 46]. Each
plane is treated as a 2D image and convolved with a small kernel representing the
change in the DRF from plane n to n−1, where n is the plane farthest away from the
detector. The resulting 2D image is added to the plane n− 1, which is then blurred
with the next incremental kernel and so on. The 2D plane closest to the detector is
convolved with the DRF corresponding to the distance to the detection plane. The
backprojection is accomplished by performing the steps in the reverse order.

Scatter Correction

Due to the finite energy resolution of scintillation based gamma cameras, a fraction
of the detected counts in the photopeak are scattered counts. These scattered counts
degrade the spatial information contained in the photopeak window and therefore
need to be eliminated. In general, gamma rays can scatter in the patient and in
material outside the patient such as the table, the collimator, and the detector.
An important step for developing scatter correction methods is the characterization
of the scatter response function (SRF) and the estimation of the scatter fraction
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Figure 2.7: Illustration of the estimation of scattered counts in the photopeak using
the triple energy window (TEW) method.

in the photopeak. A variety of scatter correction techniques have been proposed.
Implicit methods include restriction of the photopeak window [47], specific system
calibration [48], or the use of broad-beam attenuation coefficients [4]. Buvat et al.
presented a thorough review of explicit methods [49] and a comparative assessment
of a subset of these methods based on spectral analysis [50]. Methods based on
the analysis of the energy spectrum, such as dual- or triple-energy window (TEW)
methods [51, 52, 53], are most commonly used, due to their ease of implementation
[54]. Furthermore, the TEW method [52] proved reasonable quantitative accuracy
when evaluated using Monte-Carlo simulations [50, 54, 55]. In the TEW method a
lower and upper scatter energy window are used in addition to the photopeak window.
The number of scattered photons Spp in the photopeak window are estimated as the
area of a trapezoidal region in the energy spectrum having a left height of Pls/wls a
right height of Pus/wus, and a base of wpp (see Figure 2.7):

Spp =

(
Pls
wls

+
Pus
wus

)
wpp
2

, (2.40)

where P(...) and w(...) are the pixel values and window width of the respective energy
window (ls: lower scatter, us: upper scatter, pp: photopeak).

Other commonly used methods are based on transmission-dependent convolution
subtraction (TDCS) [56, 57, 58] which operates on the observed projection data using
a convolution of a projection estimate with a transmission dependent scatter response
function in an iterative process.
Approaches using analytic photon distribution (APD) [59, 60] and reconstruction-
based scatter compensation (RBSC) techniques with Monte-Carlo based scatter mod-
els [61, 62, 9] were introduced with advances in computational power.
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Despite the variety of different scatter estimation methods, dual- and triple-energy
window based approaches are most commonly used in SPECT imaging of patients
[63, 64].
Once the scatter estimate is derived it can be included in the iterative reconstruction
algorithm. For reasons of efficiency a dual matrix approach can be used in which
scatter is incorporated only in the forward projection step [65]. Attenuation and
detector response are modeled both in the forward and back projection. To further
reduce computation time, the scatter estimate is not directly incorporated in the sys-
tem matrix A but pre-calculated and introduced in the denominator of the MLEM
equation (Equation (2.37)), i.e. the forward projection step:

f̂
(n+1)
j =

f̂
(n)
j∑
i

aij

∑
i

aij
gi∑

j

aij f̂
(n)
j + ŝ

, (2.41)

where ŝ is the estimate of the scatter component.



2.3. SPECT/CT Clinical Routine 23

2.3 SPECT/CT Clinical Routine

2.3.1 Overview

Nuclear medicine offers a large variety of different applications in diagnosis and ther-
apy. Table 2.1 summarizes common applications where gamma cameras are employed
[66]. SPECT acquisitions are performed for both, diagnosis as well as treatment plan-
ning and progress monitoring for radiotherapy. Numerous different radio-tracers are
available for nuclear medicine procedures and the development of new compounds is
an active field of research. Commonly used licensed radio-tracers according to Euro-
pean standards are listed in Table 2.1 for the respective applications (this list does
not claim to be exhaustive).
The majority of diagnostic nuclear medicine procedures are cardiac, skeletal, and
tumor studies. In 2007 approximately 7.5 million nuclear studies were conducted in
Europe every year whereas ∼ 30% were bone, ∼ 26% tumor, and ∼ 11% myocardial
studies [67]. In the United States the number of cardiac studies increased from 1% of
the total in 1973 to 57% of the total in 2005. In the same period the number of bone
and tumor studies quintupled to 20% and 2%, respectively, whereas the percentage of
lung, gastrointestinal and brain studies decreased significantly [68]. The total number
of diagnostic nuclear procedures in the United States in 2006 was ∼19 million.

2.3.2 Hybrid Imaging

During the past decade, dual-modality imaging has evolved as a method to facilitate
the correlation of functional (e.g. SPECT) and anatomical (e.g. CT) medical images.
Integrated SPECT/CT systems combine the two imaging modalities in one gantry.
During the imaging study, the patient remains on the table which is translated from
the SPECT system to the CT scanner. This facilitates the co-registration of mor-
phological and functional information by offering a consistent patient geometry and
minimal patient movement. Figure 2.8 shows a state-of-the-art hybrid SPECT/CT
system (Symbia-T, Siemens Healthcare) with a dual headed gamma camera system
in the front and a CT scanner in the rear of the gantry.
The images are fused after the acquisition for diagnostic evaluation. Recently, Bock-
isch et al. [69] and Even-Sapir et al. [70] published review articles evaluating the
improvements in diagnostic accuracy using hybrid imaging as compared to scintig-
raphy and CT alone. Bockisch et al. reported significant improvements in lesion
classification for SPECT/CT studies of the skeletal system (Tc-99m), thyroid (I-
131), and somatostatin receptors (In-111). In addition, the anatomic information
provided by the CT was stated to help considerably with foci localization e.g. in
preoperative sentinel lymph node detection. Even-Sapir et al. furthermore acknowl-
edged the improved SPECT image quality using CT-maps for attenuation correction.
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Diagnosis

Organ Application Radiopharmaceutical

Thyroid Tc-99m-Pertechnetate, I-131-NaI
Parathyroid Tc-99m-MIBI1Endocrine organs
Adrenal I-123-MIBG2

Endocrine tumors In-111-Octreotide, Tc-99m-SMS3

Myocardial perfusion Tc-99m-MIBI, Tc-99m-Tetrofosmin
Cardiovascular Mycardial perfusion/viability Tl-201-Cloride

Cardiac nerve supply I-123-MIBG

Brain perfusion Tc-99m-HMPAO4, Tc-99m-ECD5

Brain Dopamine neurotransmission I-123-IBZM6, I-123-FP-CIT7

Cerebro-spinal fluid In-111-DTPA8

Perfusion Tc-99m-MAA9
Lung

Ventilation Tc-99m-DTPA

Bone neoplasm
Osseous metastasis
Endoprosthesis stagingSkeletal system
Osteonecrosis

Tc-99m diphosphonates

Arthritis
Osteomyelitis

Perfusion/secretion Tc-99m-MAG310

Kidney Morphology Tc-99m-DMSA11

Glomerular filtration Tc-99m-DTPA

Esophagus Tc-99m-DTPA, -MAA
Gastric emptying/reflux Tc-99m-DTPA, -MAAGastrointestinal
Liver perfusion Tc-99m-DTPA
Hepatic function Tc-99m-HIDA12

Sentinel lymph node Tc-99-colloid
Miscellaneous Infection Tc-99m-HMPAO leukocyte, antibodies

Hematology Tc-99m-DTPA erythrocyte

Molecular Radiotherapy

Benign/malignant thyroid disease I-131-NaI
Neuroendocrine tumors I-131-MIBG, Ga-68-, Y90-DOTATOC13

Radiosynoviorthesis Y-90, Re-186
Palliative care Sm-153-EDTMP14

Table 2.1: Common nuclear medicine applications for the use with gamma cameras
in Europe
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Figure 2.8: State-of-the-art integrated SPECT/CT system with a dual headed
SPECT camera (Symbia-T, Siemens Healthcare).

Figure 2.9 shows example patient images for several different SPECT/CT appli-
cations: Row A shows a Tc-99m somatostatin receptor study of a patient with foci
in liver and lung. In row B a I-131 thyroid study of a patient with a metastasis in a
cervical lymph node is shown. Row C shows a Tc-99m diphosponate bone study of a
patient with a rib fracture, and row D a sentinel lymph node localization study using
Tc-99 colloids. Each row contains, from left to right, the reconstructed SPECT image
using iterative reconstruction with corrections for attenuation, scatter, and detector
response, the CT image, and the fused image. The data was acquired on a Symbia-T6
SPECT/CT system (Siemens Healthcare) at the Clinic of Nuclear Medicine, Univer-
sity Erlangen-Nuremberg.
As discussed in Section 2.2.3, the CT data are used to account for non-uniform at-
tenuation during the reconstruction. The correct conversion from HU units to linear
attenuation coefficients on a pixel by pixel basis postulates accurate image registra-

1Methoxyisobutylisonitrile
2Metaiodobenzylguanidine
3Somatostatin receptor binding peptide
4Hexamethyl-propyleneamine oxime
5Ethyl cysteinate dimer
6Benzamide
7Ioflupane
8Diethylene triamine pentaacetic acid
9Macroaggregated albumin

10Mercaptylacetyltriglycine
11Dimercaptosuccinic acid
12N(2,6-Dimethylphenylcarbamoylmethyl) iminodiacetic acid
13Tetraazacyclododecane-tetraacetic acid Phe-Tyr-octreotide
14Ethylenediaminetetramethylene phosphonic acid
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Figure 2.9: Example images from hybrid imaging studies. A: Tc-99m-SMS study
with active foci in liver and lung; B: I-131 thyroid study with metastasis in cervical
lymph node; C: Tc-99m diphosponate bone study with rib fracture; D: Tc-99m-colloid
sentinel lymph node localization. Each row contains the reconstructed SPECT image
(left), the CT image (center), and the fused image (right).
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tion between the SPECT and CT coordinate system. Accurate registration of in-vivo
patient images still remains a challenge due to organ motion in the torso. Yet, it
was shown by Noemayr et al. [71] that the registration accuracy of a hybrid system
(Symbia-T2, Siemens Healthcare) is within 0.9-1.6 mm in the lower spine region.
Accurate registration is essential for both the correct anatomic localization of foci as
well as for the implementation of quantitative procedures. For the latter, attenuation
correction and the correct definition of object boundaries is critical. Quantitative
SPECT techniques will be discussed in more detail in Section 2.4 and Chapter 5.

2.3.3 SPECT Imaging Protocols and Quality Assurance

The major nuclear medicine communities regularly publish procedural guidelines for
various nuclear medicine imaging applications. These guidelines include standard
procedures for patient preparation and management, preferred acquisition and re-
construction parameters, quality control procedures, and guidance for image analysis
and artifact detection and correction. Table 2.2 gives an overview of SPECT imag-
ing parameters as recommended by the European Association of Nuclear Medicine
(EANM) and the Society of Nuclear Medicine (SNM) for some selected applications.
In general, the amount of administered radionuclide dose depends on the application
and may vary according to the requirements imposed by regulatory authorities (see
e.g. [72]). The activity values given in Table 2.2 are baseline values.
Imaging parameters for data acquisition are delimited by the capabilities of the imag-
ing system which vary between manufacturers. Current SPECT imaging systems
offer a large variety of different acquisition and reconstruction parameter settings.
The manufacturer usually recommends appropriate parameter settings for optimal
image quality. The acquisition parameters given in Table 2.2 take the capabilities
of current technology into account. Asterisks indicate recommendations provided by
the manufacturer in those cases where the respective information was incomplete in
the employed guideline.
The overall SPECT imaging time is usually a compromise between counting statis-
tics and the risk of patient movement. For sufficient counting statistics, long imaging
times are sometimes needed. Still, the total scan time should not exceed 30-45 minutes
[14]. Instrumentation and acquisition parameters need to be adapted accordingly. In
the case of myocardial perfusion studies the total scan time is usually between 15-25
minutes [13]. In order to obtain sufficient counting statistics per projection pixel unit
(count density), parameters such as matrix size, number of projections, and time per
view need to be adapted. For ECG-gated studies either 8 or 16 frames per cardiac
cycle are used.
Image reconstruction parameters may also vary depending on tracer characteristics,
amount of activity, system and collimator characteristics, and analysis software. FBP
reconstruction is still widely used because of historic reasons and the advantage of
being fast and computationally non-expensive. Due to increasing performance of com-
puters and advances in processing efficiency, iterative methods are becoming common
practice in the clinical environment [14]. Table 2.2 gives reconstruction parameters
for OSEM as recommended by the manufacturer (Siemens Healthcare). These pa-
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Cardiac Perfusion Bone Imaging Tumor Imaging Brain Perfusion
[15, 13] [73, 14] [74, 14] [75]

Radiopharmaceutical Tc-99m-MIBI Tc-99m-Phosphonate In-111-Octreotide Tc-99m-ECD

Administered activity 1st: 250-350 MBq
(baseline) 2nd: 750-1050 MBq

740-1110 MBq 222 MBq 555-1110 MBq

Acquisition

Collimator LEHR1, LEAP2 LEUHR3, LEHR ME4 LEUHR,LEHR

Energy Window Width 15% 15%∗ 15%∗ 15%∗

Detector Configuration 90◦ 180◦ 180◦ 180◦

Rotation Range 90◦ 180◦ 180◦ 180◦

Angular Coverage 180◦ 360◦ 360◦ 360◦

Matrix Size 64× 64, (128× 128) 128× 128 128× 128 ≥ 128× 128

Pixel Size 6.6mm, (3.3mm∗) 4.8mm∗ 4.8mm∗ 3.3-4.8mm

No. of projections 64 60-120 120 ≥120
Angular Sampling 2.8◦ 3-6◦ 3◦ ≤3◦

Time per view 20-30s 10-40s 20-30s 30s

Total Acquisition Time 15-25min <30-45min 20-30min 30min

Total Counts (> 6× 106) (> 6× 106) (> 6× 106) > 5× 106

Reconstruction

FBP

Filter Type Butterworth, Hamming

Cutoff 0.3-0.75

MLEM/OSEM

Number of Iterations 8∗

Number of Subsets 4∗

Post-smoothing 8.4mm∗

Table 2.2: SPECT imaging parameter settings for different applications recommended
by the European Association of Nuclear Medicine (EANM) and the Society of Nuclear
Medicine (SNM). Asterisk indicates manufacturer’s recommendations.

1Low energy high resolution
2Low energy all purpose
3Low energy ultra high resolution
4Medium energy
5depends on counting statistics and empirically established values

rameters are a general baseline and may vary significantly depending on the imaging
task and the count statistics of the underlying projection data set. The effects of
OSEM reconstruction parameters on the image quality will be discussed in detail in
Chapter 5.

Optimal SPECT image quality is achieved by tuning of acquisition and recon-
struction parameters with respect to the conducted application. In addition, gamma
camera quality control and assurance is a major factor which contributes to the
final image and is therefore stressed as a separate topic in many procedural guide-
lines. Quality control of nuclear medicine instrumentation involves the performance
of the gamma camera in planar and single- and multi-detector SPECT mode. Table
2.3 gives an overview of the key quality control tests according to recommendations
of the EANM [76] and the National Electrical Manufacturers Association (NEMA)
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Test Purpose Frequency

General Gamma Camera Tests

Energy window setting (peaking) To check and center the energy window daily

Detection of radioactive contaminationBackground count rate
and accounting for electronic noise

daily

Intrinsic/extrinsic uniformity Monitoring of trends in
and sensitivity uniformity and sensitivity

weekly

Spatial resolution and Distortion detection of spatial
linearity resolution and linearity

Six-monthly

SPECT

Center of Rotation (COR) To check and calibrate alignment
calibration of mechanical and electronic CORs

monthly

Multi-head registration (MHR) Alignment of multiple heads
calibration for multi-head systems

monthly

Tomographic spatial resolution Check uniformity and contrast
and contrast resolution

Six-monthly

Table 2.3: Quality control tests for clinical gamma camera systems recommended by
the European Association of Nuclear Medicine and National Electrical Manufacturers
Association.

[77, 78]. Missing or improper system calibrations can lead to severe artifacts in the
resulting images. Examples will be shown in Chapter 3.

2.4 Absolute Quantification in SPECT

Quantification in SPECT aims to depict radio-tracer distributions in absolute terms
based on the acquired images. The ultimate goal is to provide reconstructed images in
which each voxel represents the absolute activity concentration in the corresponding
region in the patient. Absolute quantification has wide applications in many areas
in nuclear medicine including patient-specific dosimetry for radiotherapy treatment
planning and monitoring [79, 80, 81] and improvements in clinical diagnosis e.g. tumor
classification or the detection of balanced triple vessel disease in cardiac imaging
[82, 83]. As discussed earlier, various image degrading factors affect SPECT image
quality. Tsui et al. [18] summarized the factors which affect the quantitative accuracy
of SPECT images by adopting three main categories. These factors are outlined
in Table 2.4. Active research is conducted to develop and improve techniques for
the correction of these effects and to evaluate the accuracy of quantitative image
reconstruction techniques. With the introduction of iterative reconstruction including
the modeling of physical effects, the quantitative accuracy of SPECT images has
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Category Factor

Patient Anatomic Body size, anatomic structure

Temporal Biokinetics, motion

Physical Attenuation, scatter

Technical Instrumentation Detector response, sensitivity,

dead time, energy resolution,
uniformity, linearity,
system alignment

Acquisition Number of projections,
time per view, radius of rotation,
orbital shape

Reconstruction Reconstruction algorithm,
compensation methods,
image processing techniques

Table 2.4: Factors which affect absolute quantification in SPECT according to Tsui
et al. [18]

increased [16, 18, 19]. Still, absolute quantification has not yet entered the clinical
arena. In the following, current efforts for improving quantitative accuracy are briefly
reviewed and failure of this prior art is discussed.

2.4.1 State of the Art

The improvement of correction techniques for SPECT quantification of different nu-
clear medicine isotopes is subject of active research [84, 85, 86, 87]. Various inves-
tigators have proposed quantitative image reconstruction techniques and evaluated
their accuracy based on numerical and physical phantom studies.
Shcherbinin et al. [88, 89], for instance report between 3 - 5% absolute errors for
total activity estimation in a torso phantom for the isotopes Tc-99m, I-123, I-131,
and In-111 using CT based attenuation correction, detector response, scatter and
septal penetration correction. Other studies e.g. by Du et al. for I-123 [87] and
Vandervoort et al. [84] for Tc-99m show 2% accuracy in regions of a brain phantom
and 4% in a cardiac chamber using their versions of correction for attenuation, scat-
ter, detector response, and partial volume. The correction techniques for scatter and
septal penetration employed in these studies are based on computational expensive
methods such as Monte-Carlo simulations or analytical photon distribution and seem
to perform well in phantoms also for high- and multi-energy isotopes.
He et al. [90, 80] test their quantitative reconstruction method which includes cor-
rections for attenuation, scatter, detector response, septal penetration, and partial
volume on physical and numerical phantoms using In-111. They use a population of
numerical phantoms with realistic variations in anatomy and uptake and evaluated
the absolute quantitative accuracy for key organs affected in radiotherapy. They re-
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port an average accuracy within 5.5% in numerical and 6.5% in physical phantoms.
Koral et al. [91, 92, 93] evaluate activity quantification of I-131 in spheres which
are placed in a cylindrical and an anthropomorphic torso phantom. They use high
energy (HE) and ultra high energy (UHE) collimators and OSEM with attenuation
correction, TEW based scatter estimation, and collimator specific point response
functions. They report total activity estimation errors between 4.3% - 23.8% de-
pending on sphere size and collimator type.
Da Silva et al. [82, 83] present a quantitative method using CT-based attenuation
and partial volume correction but no scatter correction in cardiac Tc-99m SPECT
studies. They report a quantitative accuracy within 4-7% in phantoms and 10% in-
vivo in the porcine myocardium.
In vivo quantification in humans is e.g. presented by Willowson et al. [86]. They
study Tc99m-MAA lung perfusion in 12 patients and calculate the total lung uptake
in large, minimally varying volumes reporting an average accuracy of -1% (range:
-7% to +4%).

2.4.2 Prior Art Failure

In the studies mentioned above little or no comment is made on the non-stationary
behavior of OSEM in terms of quantification and the dependency of quantification
errors on imaging parameters and instrumentation.
SPECT reconstructed spatial resolution is highly nonuniform when using maximum
likelihood reconstruction without corrections for depth-dependent blur [94]. Still,
with those corrections built in, resolution can only be fully recovered when iterating
until convergence [95, 96]. This would lead to overly noisy and difficult to interpret
images when applied to clinical data. Therefore, a lower number of iterations in com-
bination with regularization in the form of post-smoothing is usually used in clinical
practice [15]. The effects of different reconstruction parameters and instrumentation
on emission recovery need to be taken into account to establish quantification base-
lines.
Moreover, previous work focuses on the accuracy of quantitative methods but not
on the precision of the measurements. Precision is defined as the degree to which
different measurements give the same result. Accuracy is the degree to which the
estimation of a quantity is close to the true value. In clinical as well as research
environments, imprecision due to measurement instrumentation (e.g. dose calibra-
tor, pipette, etc.), measuring procedures (e.g. drawing of VOIs), and statistics (e.g.
Poisson distributed counts) is unavoidable and should be taken into account for quan-
tification in SPECT.
In Chapter 5 we will present a calibration method for quantitative SPECT which
can be applied to clinical SPECT/CT systems. We investigate the effects of dif-
ferent imaging parameters by also taking into account the imprecisions caused by
measurement instrumentation and procedures.
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2.5 Dynamic Imaging in Nuclear Medicine

Dynamic studies are used to determine the kinetics of the radiopharmaceutical in the
human body. Typical dynamic studies in nuclear medicine are for example: Renal
function scintigraphy (Tc-99-MAG3, [97, 98]), gastric emptying (Tc-99-DTPA, [99]),
or blood flow imaging during a three-phase bone scintigraphy (Tc-99m diphospho-
nate, [73]). The common method for dynamic data acquisition is a planar study.
A sequence of planar images is acquired and the counts in a certain 2D region of
interest (ROI) are obtained as a function of time. The relation between counts and
time describes a time-activity curve (TAC). Figure 2.10 shows example images from a
MAG3 renal dynamic scintigraphy during different phases. In the first 40-60 seconds,
the radio-tracer resides predominantly in the blood pool (perfusion phase). In the
time frame from 1-4 minutes the tracer accumulates in the kidneys (secretion) and
beyond 4 minutes it is washed out into the bladder (excretion). The goal of dynamic
imaging in the case of a renal study is to evaluate the kidney function and compare
left and right kidney performance. ROIs are drawn around the target organs and
relative quantification is performed based on measured ROI counts over time. Fig-
ure 2.10 shows example ROIs and the resulting time activity curves for the dynamic
image sequence above it.
A disadvantage of planar data acquisitions is the superposition of counts from multi-
ple organs which may result in erroneous count values within the region of interests.
In addition, planar imaging does not provide quantitative results, since accurate cor-
rections for physical effects are difficult to achieve. Thus, SPECT techniques have
been investigated for use in dynamic studies.

2.5.1 Dynamic SPECT - State of the Art

In the past two decades, a variety of different approaches for dynamic SPECT imaging
has been proposed. In general, there are two different ways to obtain dynamic pa-
rameters when using a rotating SPECT system. The most straightforward approach
has often been referred to as image based or conventional frame by frame method in
literature [100, 101, 102]. The method uses a sequence of fast camera rotations each
one generating a full projection data set which is reconstructed using conventional 3D
reconstruction methods. A single reconstructed image represents the spatial activity
distribution at one point in time. The activity distribution is therefore assumed to
be constant during the collection of one full projection data set. The sequence of
reconstructed images is then used to derive time activity curves or to fit kinetic pa-
rameters. This approach usually requires multi-headed SPECT systems, in order to
acquire sufficient counts in a small amount of time for a reasonable temporal resolu-
tion. Dual and triple head imaging systems were used in the past e.g by Nakajima
et al. [101], Celler et al. [100], Luyt and Wells [103], or Narayanan et al. [102].
Another set of methods are direct approaches which use the whole set of projection
data simultaneously and fit kinetic parameters or find a series of dynamic images.
Often, a single camera rotation is used to generate the projection data set. Ei-
ther dynamic parameters are extracted directly from the projections or time activity
curves are generated from reconstructed spatiotemporal images. Various tools have
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Figure 2.10: Example images, ROI analysis, and resulting time activity curves of a
MAG3 renal dynamic scintigraphy.



34 Chapter 2. Background and Significance of SPECT/CT Imaging

been used to find solutions for these estimation problems including MLEM methods
[104, 105, 106] and non-linear (NLS) [107, 108, 109] and linear least square minimiza-
tion (LLS) [108, 110, 111]. Usually, some assumptions about the temporal behavior
of the activity are made e.g. by using a single or dual-exponential model [108], a set
of basis functions [112], factor models [113, 114], or simple inequality assumptions
[110, 111].
Farncombe et al. and Celler et al. [110, 108, 111], for example, presented a dynamic
SPECT method referred to as ’dSPECT’ which uses a single camera rotation of a
slowly rotating gantry. They used a constrained linear least-squares (CLS) problem
of the form:

f(x) =

∑
i,t

σ−2
it

(∑
j

aijtxjt − git

)2
 (2.42)

subject to
xj1 ≥ xj2 ≥ · · · ≥ xjn ≥ 0 (2.43)

or
0 ≤ xj1 ≤ xj2 ≤ · · · ≤ xjn (2.44)

or
0 ≤ xj1 ≤ · · · ≤ xjp ≥ · · · ≥ xjn ≥ 0 , (2.45)

where xjt is the activity in the jth voxel at time t, σ−2
it is a weighting factor de-

termined from the variance in projection element git, and aijt is the system matrix
element. With this technique a series of images is reconstructed, each image repre-
senting the activity distribution at the time when each projection is acquired. The
method yielded 10% accuracy of the physiological half live in simulations and 20% in
dynamic cardiac phantom experiments.
Farncombe et al. also proposed a dynamic version of the expectation maximiza-
tion algorithm [106, 105]) based on the static MLEM algorithm (Equation (2.37))
by introducing an additional dimension (time) and using the same temporal inequal-
ity constraints as for the CLS method (Equation (2.43) - (2.45)). The dynamic
MLEM method produced comparable accuracy but with improvements in reconstruc-
tion times compared to CLS by a factor of 2-3.
The dSPECT method was applied in-vivo in renal studies [111] and in imaging of
hepatic hemangiomas [103]. In the hepatic studies, the dSPECT method demon-
strated comparable accuracy to the conventional dynamic SPECT approach for the
estimation of TACs.
Reutter et al. [112, 115, 116, 117], presented a direct least-square estimation method
using temporal B-splines which obtains time activity curves and kinetic parameters
directly from projections. The method was tested in simulations with a dynamic
Mathematical Cardiac Torso (MCAT) phantom. Kinetic parameters for cardiac up-
take and washout could be determined with an accuracy of 0.3% in the myocardium
and 5% and 16% in septal and lateral defects.
The method was extended later on, to derive a spatiotemporal image sequence and
applied to cardiac patient studies [118, 119].
In general, spatiotemporal reconstruction techniques have a high computational bur-
den [118]. They have not yet proven their superiority in terms of TAC estimation
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accuracy compared to image based methods which use fast acquisitions and conven-
tional reconstruction. Image based methods have been clinically used e.g. for the
estimation of dynamic blood pool and liver uptake [120, 121, 122] or for the quantifica-
tion of myocardial blood flow [123]. The advantage of these methods is the availability
in clinical environments and the relatively fast reconstruction times. Disadvantages
are low counting statistics and high noise in the images due to the short acquisition
times required. Recently, Iida et al. [123] presented a study where they quantified the
myocardial blood flow with Tl-201 in-vivo in canine using a fast rotating dual-headed
commercial gamma camera and OSEM reconstruction with corrections for attenua-
tion and scatter. They calculated kinetic parameters and compared the results with
blood samples and the true values of sacrificed myocardial tissue. They reported
good correlation (R=0.93) between the measured and true kinetic parameters.
In Chapter 5 we will establish a baseline for this image based methods by employ-
ing a dual-headed SPECT system and assessing the quantitative accuracy of TAC
estimation using simulations and physical phantom experiments.

2.6 Summary
In this chapter we introduced the principles of SPECT image formation. We cov-
ered SPECT imaging instrumentation, projection characteristics, and tomographic
image reconstruction. We explained SPECT inherent physical effects and showed
approaches for their correction within iterative image reconstruction.
Furthermore, we gave an overview of state of the art hybrid SPECT/CT clinical ap-
plications and imaging protocols. In this context we provided detailed information
about typical clinical acquisition and reconstruction protocols for selected applica-
tions such as e.g. cardiac perfusion imaging.
Finally, we summarized the state of the art of quantitative and dynamic SPECT
imaging and discussed their maturity for clinical routine usage.
Based on the fundamentals provided in this chapter we optimize imaging protocols
in Chapter 3 and 4 by focusing on the cardiac application and develop a method for
clinical quantitative imaging in Chapter 5.
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Chapter 3

Development of Image Analysis Tools

To ensure constant and optimal diagnostic performance in emission tomography, qual-
ity assurance within the entire image formation chain is essential. This includes
thorough instrumentation quality control according to National Electrical Manufac-
turers Association (NEMA) specifications [77, 78] or other recommendations [76, 124]
(Table 2.3) as well as optimization and standardization of imaging protocols as e.g.
proposed by the American Society of Nuclear Cardiology (ASNC) [125] or European
Association of Nuclear Medicine (EANM) [15]. Phantom studies are often used to
track down system problems, to optimize imaging parameters and instrumentation,
or to establish image quality baselines. This is either done with numerical models
and simulations [126, 127, 128, 129, 130] or with physical measurements of phantoms
[131, 132, 133, 134]. By performing actual measurements as opposed to simulations
of an imaging system, uncertainties in system modeling are avoided. Therefore, we
use actual measurements to evaluate clinical imaging systems.
In the following, we present a suite of tools for the manipulation, reconstruction,
and evaluation of static 3D and gated 3D (3D+t) SPECT data. We focus on the
semi-quantitative evaluation of image features in cardiac static and dynamic phan-
tom data. The presented tools are then used in Chapter 4 to optimize clinical cardiac
imaging protocols.

3.1 SPECT Data Manipulation and Reconstruction

Measurements with SPECT imaging systems using physical phantoms are time con-
suming especially if the entirety or a subset of the imaging parameter space is to be
explored. Thus, only a coarse sampling of the parameter space is usually possible.
To allow for maximal flexibility in terms of acquisition and reconstruction parameter
variation, we use a self-developed tool which allows retrospective manipulation of
projection data sets and batch mode reconstruction with varying parameter settings.
Figure 3.1 shows a flow chart of this tool, which can be embedded as a graphical
user interface in the routine clinical workflow via broker interface to the commercial
software package. The tool allows DICOM compatible handling of raw and recon-
structed SPECT data including image reading and writing.
Projection data manipulation includes angular resampling, count reduction, scan
range extraction, and matrix size reformatting. For count reduction, Poisson charac-

37
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teristics are maintained using binomial subsampling [135].
The binomial distribution gives the discrete probability distribution of obtaining ex-
actly c successes out of N Bernoulli trials where the result of each Bernoulli trial is
true with probability p. The Poisson distribution (Equation (2.27)) with the param-
eter λ = Np can be derived as a limiting case of the binomial distribution as N →∞
and p→ 0.
In binomial subsampling, a new count c is obtained from a pixel value N , using a
subsampling fraction p. Applied to a Poisson deviate (a count in a pixel), the out-
come is a new Poisson deviate whose mean is reduced to a fraction p. This way, a
new subsampled Poisson distribution is generated. Note that in practice multiple
subsampled realizations of the same initial Poisson deviate are not strictly statisti-
cally independent, since in SPECT N is a finite number and p > 0.
Manipulated or raw projection data are reconstructed using OSEM with 3D collima-
tor and detector response compensation (OSEM-3D) with optional attenuation and
scatter correction. Batch mode is possible for reconstruction parameter variation.
The reconstructed and manipulated data are written to DICOM files for export or
further processing within the imaging system’s commercial software package.
This processing tool will be used extensively to generate the image data which is used
for validation of evaluation tools and optimization of clinical protocols in Chapter 3
and 4. It can be applied to both phantom and patient data. For instance, this allows
the clinician to test non-standard protocols on retrospective data prior to applying
such a modified protocol prospectively to patients.
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Figure 3.1: Flow chart for projection data manipulation and reconstruction tool.



40 Chapter 3. Development of Image Analysis Tools

Figure 3.2: Anthropomorphic Torso Phantom (left) with Cardiac InsertTM (right)
manufactured by Data Spectrum Corporation.

3.2 3D Cardiac Image Analysis

A commercially available phantom which simulates the key imaging physics of a hu-
man torso is the Anthropomorphic Torso PhantomTM manufactured by Data Spec-
trum (Hillsborough, NC). In this section we develop a method for semi-automatic
quantitative image assessment of the cardiac insert inside this anthropomorphic phan-
tom acquired by a SPECT or SPECT/CT system.
Methods for semi-quantification of clinical gated and ungated myocardial perfusion
SPECT images have been developed before e.g. by Garcia et al. [136, 137, 138, 139]
and Germano et al. [140, 141, 142] including techniques for sampling of the my-
ocardium and extraction of perfusion information, wall characteristics, and motion.
These methods are designated for the use in clinical routine. They emphasize the
processing of perfusion information and facilitate clinical diagnosis by delivering au-
tomatic and consistent results on easy to interpret displays.
We adopt some of the techniques and modify them for use with the cardiac phantom.
Additional image features such as reconstructed image uniformity, wall thickness, and
regional perfusion ratios are extracted from the phantom images. We show that these
features can be used to demonstrate the effects of parameter variation in the SPECT
image formation chain including quality control failures and different acquisition and
reconstruction settings. In general, this phantom assessment tool can be used for the
purposes of SPECT system specification and testing, trouble shooting, assessment of
novel technology, and optimization of acquisition and/or reconstruction protocols for
the cardiac application.

3.2.1 Target Phantom

The phantom used is the Anthropomorphic Torso Phantom (Data Spectrum, Hillsbor-
ough, NC), an acrylic glass cylinder with cardiac, liver, lung, and spine components
(see Figure 3.2 left). It simulates the key imaging physics by also providing a simple
analytically tractable geometry of the cardiac insert. The cardiac insert (Figure 3.2
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right) consists of two chambers, simulating the left ventricular blood pool and the
myocardial wall with a true wall thickness of 10 mm. In order to mimic abnormali-
ties in terms of perfusion values, various lesions both fillable and solid, with different
radial and angular extents, can be mounted in the myocardial wall. This phantom is
well known and widely used in nuclear medicine for cardiac specific system tests. This
includes both investigating the performance of novel technologies as well as assuring
cardiac specific image quality in clinical settings.

3.2.2 Generation of Myocardial Wall Response Function

The developed cardiac analysis tool processes reconstructed, reoriented, or transver-
sal cardiac SPECT data and calculates characteristic metrics like perfusion, wall full
width at half maximum (FWHM), blood pool and lesion contrast, and attenuation
effects. The image volume is registered to the known geometric model of the cardiac
insert to obtain reproducible and reliable results. The volume is automatically aligned
by determining a rigid body transformation which minimizes the chi-squared devia-
tion of the calculated emission center from the geometric centerline of the physical
cardiac chamber. This method shows high reproducibility with standard deviations
lower than 0.05% for translation and lower than 2.8% for rotation, when using the
same physical phantom with variations in imaging and reconstruction protocols.
After the alignment of the volume, the myocardial wall emission function is deter-
mined by generation of emission profiles. This is done by a three-dimensional hybrid
sampling of the volume as proposed by [136, 141, 142] to extract the three-dimensional
myocardial count distribution.
A series of emission profiles is interpolated from the physical axis of the chamber
through the myocardial wall to a distance which is twice the radius of the physi-
cal chamber. The emission profiles are extended radially, in a cylindrical geometry
through the base of the volume and in a spherical geometry in the hemispherical apex
of the chamber, in order to ensure a radial sampling perpendicular to the myocardial
wall [136, 141, 142].
The complete set of emission profiles E may be represented as

E(r, θ, ξ) ξ =

{
z ∀ z ≤ z0

ϕ ∀ z > z0
, (3.1)

where r is the radius extending perpendicularly from the chamber axis, θ is the
polar angle about the axis, and ξ combines two parameters used in the two different
coordinate systems: z denotes the distance along the long axis in cylindrical coordi-
nates, and ϕ is the spherical angle in the spherical coordinate system describing the
apex. The definition of ξ is given by z0 which is a known parameter derived from the
phantom geometry. Figure 3.3 illustrates the sampling principle and the use of the
two different coordinate systems on a 2D long axis slice.
The entire generating process of E(r, θ, ξ) is shown in Figure 3.4. The volume is

sampled as shown for HLA, VLA, and SA, and the generated profiles are ’stacked’ in
θ, z, and ϕ, which leads to a sinogram like profile display (Figure 3.4 right).
Here, r runs horizontally across the image, θ cycles repeatedly through 2π as one
moves vertically along the image, and z and ϕ increase step-wise from the base to
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Figure 3.3: Definition of sampling variables and coordinate systems matched to the
geometry of the phantom.

the apex as one moves vertically from the bottom to the top of the image. For a per-
fectly uniform and aligned myocardium, the image would appear as a simple uniform
vertical strip.
Once E(r, θ, ξ) is determined, a set of operations is performed which characterize

properties of the emission profile at each θ and ξ. Specific quantitative values are
defined as properties of each profile.
Figure 3.5 left shows a single radial profile through the myocardial wall for an ar-
bitrary θ and ξ. For the quantitative analysis, the center position R0 of the wall is
estimated as the maximum of the profile curve similar to the determination process
of a circumferential profile used to generate perfusion polar maps [136, 137, 138, 139].
R1 and R2 are defined as:

E(R1,2, θ, ξ) =
1

2
E(R0, θ, ξ) ∀R1 < R2 (3.2)

such that R2 − R1 results in the FWHM of the profile curve which is defined as the
wall thickness T (θ, ξ).
The integral perfusion P (θ, ξ) for each profile is defined as the area under the profile
curve bounded by R1 and R2:

P (θ, ξ) =

R2∑
r=R1

E(ri, θ, ξ) , (3.3)

where ri is the pixel position along the profile between R1 and R2. This definition
of the perfusion uses a ’whole myocardium sampling’ as proposed by Germano et al.
[143].
The wall distortion is a measure for the deviation of the wall position from the mean
of the positions in the mid regions zMid.

D(θ, ξ) =
∣∣R0(θ, ξ)−R0(θ, zMid)

∣∣ . (3.4)
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Figure 3.4: Generation of the myocardial wall response function. The reconstructed
volume is registered to the geometry of the cardiac insert (left). Radial profiles are
generated (center) and stacked (right).

Figure 3.5: Left: Response function E(r, θ, ξ) of a single radial profile. Right: 2D
’bullet map’ showing the quantitative values for the integral perfusion (Equation
(3.3)). Optionally the map is superimposed either with the region border lines of the
conventional 17 segment model or the o’clock lines (not shown here). In addition,
the statistics for each region can be displayed.
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The nonsymmetry of the wall based on the area under the profile curve gives an
impression of unbalanced wall distortions:

S(θ, ξ) =

R0∑
r=R1

E(ri, θ, ξ)−
R2∑
r=R0

E(ri, θ, ξ)

R0∑
r=R1

E(ri, θ, ξ) +
R2∑
r=R0

E(ri, θ, ξ)

. (3.5)

In order to estimate the ’spill over’ from the wall into the blood pool, the difference
between the profile and a fitted Gaussian is calculated. The blood pool intensity is
defined as the fraction of the area under the profile in the range from the geometric
center of the blood pool chamber to the center of the myocardial wall, which is
different from a Gaussian with σ = FWHM/

√
8 ln 2:

IBP (θ, ξ) =

R0∑
r=CBP

E(ri, θ, ξ)− 1
σ
√

2π
e(ri−R0)2/2σ2

R2∑
r=R1

E(ri, θ, ξ)

, (3.6)

where CBP is the geometric center of the blood pool.
The analysis of the entire set of profiles yields simple functions of (θ, ξ) which can
be displayed visually in 2D maps. For each defined quantitative value set (T (θ, ξ),
P (θ, ξ), D(θ, ξ), S(θ, ξ), IBP (θ, ξ)) such a ’bullet map’ is generated. The bullet map
visualization was chosen instead of the more conventional bullseye to minimize dis-
tortions and to preserve the cylindrical geometry in the base and mid regions. Figure
3.5 right shows the property map for the quantitative values of the integral perfusion
(Equation (3.3)). Region border lines according to the conventional 17 segment model
[144] are superimposed. The property maps are segmented vertically into basal, mid,
and apical sections (ξ) and horizontally (θ) in 6 sections for base and mid, respec-
tively and 5 sections for the apex.
Tractable parametric analysis of myocardial image quality as a function of acquisi-
tion or reconstruction parameters requires further distillation of the property maps
into a small number of global image quality metrics with a transparent relationship
to visual assessment of image quality. For this purpose a set of global metrics was
defined which is given in Table 3.1. Here P denotes the mean perfusion of the mid
and base regions (ξ = z). θ(...) denotes a range in the short axis e.g. θ5o′clock defines
the short axis region between 4 and 6 o’clock, where usually a depression of image
counts occurs in uncorrected images due to attenuation. The defined global metrics
do not make any claim of completeness. Yet, we believe that these are the most
relevant metrics to describe image features which also are visually comprehensible.
Additional metrics can easily be derived from the Wall Response Function E(r, θ, ξ).

3.2.3 Tool Evaluation

Phantom Setup Heart, liver, and background of the phantom (Figure 3.2) are
loaded with Tc-99m. The activity concentration ratio is adjusted according to Table
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Nonuniformity σ(P (θ, z))/P

Nonsymmetry S(θ, ξ)

Wall Thickness T (θ, ξ)

Blood pool Intensity IBP (θ, ξ)

Apical Thinning P−min(P (θ,ϕ))
2P

5 o’clock Artifact P (θ5o′clock,z)−P
P

Inferior vs. Anterior Wall Perfusion P (θInf ,z)−P (θAnt,z)

P

Septal vs. Lateral Wall Perfusion P (θSept,z)−P (θLat,z)

P

Table 3.1: Definition of global metrics (P denotes the mean perfusion of the mid and
base regions P (θ, z)).

Injected Activity Activity Concentration Concentration
(MBq) (kBq/ml) Ratio

Myocardium 74.0 673.4 14.0

Liver 444.0 384.8 8.0

Background 444.0 48.1 1.0

Table 3.2: Phantom preparation

3.2 simulating realistic uptake ratios of Tc-99m-MIBI in the human body [145]. Note
that the lung inserts are filled with both Styrofoam as well as water to correctly
simulate lung attenuation.

Data Acquisition The imaging system used for test data acquisition is a dual-
headed SPECT-CT hybrid camera (Symbia-T6, Siemens Healthcare). Three differ-
ent low-energy collimator types are used for comparison: Low Energy All Purpose
(LEAP), Low Energy High Resolution (LEHR), and Low Energy Ultra High Resolu-
tion (LEUHR). The sensitivity ratio of these collimators is: LEAP:LEHR:LEUHR =
8.9:5.5:2.7 cpm/kBq and the geometric resolution at 10 cm distance is 8.3 mm, 6.4
mm, and 4.6 mm, respectively (according to manufacturer’s specification).
The cardiac insert is acquired both in air, in order to investigate basic principles
without image degradation caused by attenuation, as well as within the torso casing.
Table 3.3 provides an overview of the acquisition parameters used for both phan-
tom setups. The noncircular scan orbit range for the torso using the 90◦ detector
configuration extends from 45◦ left posterior oblique to 45◦ right anterior oblique ac-
cording to clinical imaging procedures [15]. High-count projections are acquired with
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Insert in Air Insert in Torso

Head Separation Angle 180◦ 90◦ 180◦

Scan Range 360◦ 180◦ 360◦

Angular Step 3◦ 3◦ 3◦

Orbit circular non-circular non-circular

Radius 25 mm variable variable

Pixel Size 4.8 mm 4.8 mm 4.8 mm

Matrix Size 128×128 128×128 128×128
Total Counts 6 million 90 million 270 million

Count Density in
Myocardium

24-27 cts/pixel 44-52 cts/pixel 33-39 cts/pixel

Table 3.3: Key acquisition parameters for the cardiac phantom tests (Note: Count
density is given for LEHR collimation.)

Non- Wall Non- Wall BP 5 o’clock Inf. vs. Ant. Sept. vs. Lat.
uniformity symmetry Thickness Contrast Intensity Intensity Intensity

Mean 8.21 0.04 20.15 13.25 -11.40 -5.35 11.13

SD 0.23 0.12 0.31 0.12 1.38 0.28 1.76

Table 3.4: Reproducibility check for quantitative analysis. All values except the wall
thickness (mm) are given in percent.

a 128×128 matrix size (see Table 3.3). These data sets serve as high level starting
point with enough flexibility for the generation of various count levels via binomial
subsampling.
The projection data of the cardiac insert in air is reconstructed with both FBP

(Butterworth filter of order 5) and OSEM-3D. Multiple count levels for the torso
data are created by binomial subsampling of the high count data sets [135].
To give an impression of the reproducibility of the result values delivered by the analy-
sis tool, the phantom is repeatedly prepared four times according to Table 3.2 without
defect and acquired using standard acquisition parameters according to a clinical scan
[15] with 90◦ detector configuration, non-circular orbit, 3◦ angular sampling, 8 mil-
lion total counts, and 128×128 matrix size. Projection data is reconstructed with
OSEM-3D with scatter and CT based attenuation correction using 32 updates. The
mean and standard deviation (SD) of the result values for the four acquisitions as
reported by the quantitative analysis are shown in Table 3.4.
To show the transparency of the quantitative metrics defined in Table 3.1 towards

visual impression, a comparison of short axis images of the torso phantom acquired
in 180◦ detector configuration (see Table 3.3) is shown in Figure 3.6. OSEM recon-
struction parameters are varied for a high (270 million total counts, top row) and low
(6 million total counts, bottom row) count level, respectively. The number of OSEM
updates used is 12, 30, 120, and 450 from left to right. Scatter and attenuation correc-
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Figure 3.6: Example reconstructed short axis images of the torso phantom acquired
with LEHR collimation, 180 detector configuration, 128×128 matrix size, and 3◦
angular sampling. The first row shows a reconstructed high count data set with 270
million total counts. The second row shows a low count data set with 6 million total
counts. Scatter and attenuation correction are applied using 12, 30, 120, and 450
OSEM updates from left to right.

tion are applied. Table 3.5 gives the results as reported by the quantitative analysis.
Both, metrics derived from perfusion values (uniformity and intensity ratios) as well
as metrics describing the shape behave as expected for the different reconstruction
parameters and count levels. In addition, these values indicate operation ranges of
our experiments when consulting the ’best’ and the ’worst’ images.
In the following, application examples are shown for the assessment of specific steps
in the image formation chain, namely: impacts of the target object itself (phantom),
system calibration effects (e.g. detector misalignment), imaging parameters (e.g. col-
limation schemes and reconstruction parameters), and image corrections.
To demonstrate the sensitivity of the analysis tool, two differently manufactured

cardiac inserts from Data Spectrum (Hillsborough, NC, USA) are compared. Figure
3.7 shows CT images of the two inserts filled with CT contrast agent and the corre-
sponding SPECT images. In the molded insert (Figure 3.7 left) bulges of a seam can
be seen in the CT image which are approximately 2 mm thick and therefore smaller
than the system resolution of 7.4 mm (FWHM with LEHR collimation at 10 cm
distance). According to the findings of the analysis tool a definite decrease of counts
in the apex can be observed. This is illustrated by both the bullet maps (Figure 3.7
lower images) as well as the global metric for Apical Thinning. In the molded insert
this value is 6.3% whereas the milled phantom (Figure 3.7 right) shows an almost
perfect apex with a value of -0.3%.
Figure 3.8 shows the effects of detector misalignment in y-direction as it may occur
when multi-head calibrations are absent or not performed correctly. Figure 3.8 left
gives a visual impression how detector y-shift affects the image quality. Therefore
the projection data are shifted artificially prior to reconstruction. Figure 3.8 shows
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270 million 6 million

Updates 12 30 120 450 12 30 120 450

Nonuniformity (%) 11.4 7.9 4.3 4.3 11.9 9.7 9.5 14.0

Wall Nonsymmetry (%) -0.7 -0.2 0.01 0.2 -1.5 -0.8 -0.4 -0.3

Wall Thickness (mm) 24.7 17.5 13.6 12.4 24.6 17.4 13.6 12.4

BP Intensity (%) 24.9 15.8 4.8 4.1 25.2 15.8 5.0 5.6

5 o’clock Intensity (%) -13.0 -13.0 -5.2 -2.3 -11.2 -10.5 -4.8 -2.5

Inf. vs. Ant. Intensity (%) -15.3 -12.7 -7.4 -5.7 -15.2 -13.9 -8.7 -3.9

Sep vs. Lat Intensity (%) 15.4 10.5 3.7 1.0 12.2 6.0 -1.5 -3.8

Table 3.5: Quantitative results for the reconstructed volumes in Figure 3.6

Figure 3.7: Analysis of two differently manufactured phantoms in terms of apical
thinning. Left: CT image, SPECT reconstructed image, and bullet map of the
molded phantom. The bullet map shows definite decrease of counts in the apex and
the global metric for Apical Thinning is 6.3%. Right: Milled phantom. CT image
and bullet map show an almost perfect apex. The global metric for Apical Thinning
is -0.3%.
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Figure 3.8: Left: Sample reconstructed slices of the male torso phantom. The pro-
jection data were modified to simulate a detector misalignment in y-direction. First
row: without artificial y-shift; Second row: 1 pixel y-shift; Third row: 3 pixel y-shift;
Right: Volume image features depending on the head misalignment in y-direction.
The pixel size of the projection data was 3.3 mm.

selected image quality metrics for different y-shifts as reported by the analysis tool.
Results obtained by analyzing the image data of the cardiac insert in air illustrate

how the defined global metric of Wall Thickness reveals principle impacts of varia-
tions in selected imaging and reconstruction parameters. Figure 3.9 gives an overview
of how different collimators, as well as reconstruction methods and parameters, affect
the myocardial wall FWHM. With FBP no significant improvement can be achieved
beyond a filter cut-off value of 0.4. The same is true beyond 100 updates of OSEM-
3D. Note that, with using about 20 OSEM updates, the FWHM is already below
the value of convergence in FBP. Here the cut-off frequency for FBP is given as a
multiple of the Nyquist frequency in spatial domain (fNyquist = 0.5 cycles/pixel).
Figure 3.10 shows sample slices and the perfusion maps provided by the analysis tool
applied to the torso phantom images. The data set in the first row shows the FBP re-
constructed image. The second row shows the OSEM reconstructed and uncorrected
image. The typical decrease of intensity in the inferior wall due to attenuation and
scatter from the hot liver can be seen [143, 146]. This is confirmed by the perfusion
maps. The third row in Figure 3.10 is the attenuation and scatter corrected image
using a low dose CT generated attenuation map. The redistribution of the perfusion
values is noticeable especially in the inferior regions. The global metrics which are
influenced by attenuation effects for the images shown in Figure 3.10 are summarized
in Table 3.6.

In summary, we can conclude that the presented quantitative phantom analysis
tool demonstrates its practicability and shows proper sensitivity to reveal relevant
image quality aspects caused by processes taking place within the entire image for-
mation chain. It proves to be reliable and delivers reproducible results. This allows
the use in a wide range of purposes such as system specification, assessment of novel
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Figure 3.9: Quantitative results for the wall thickness of the Cardiac Insert in air
acquired with three different collimation methods and reconstructed with OSEM-3D
and FBP. Note that the filter type used for FBP was Butterworth with order 5. The
FWHM of the Gaussian post-smooth in OSEM-3D was set to 2 times the pixel size,
respectively.

5 o’clock Inf. vs. Ant. Sept. vs. Lat.
Intensity Intensity Intensity

(%) (%) (%)

FBP -18.9 -8.5 13.0

OSEM-3D uncorrected -18.8 -18.6 16.0

OSEM-3D corrected -6.2 -4.9 6.0

Table 3.6: Analysis results of the images shown in Figure 3.10
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Figure 3.10: Sample slices and perfusion map of a male torso phantom reconstructed
with FBP (top) OSEM-3D without (mid) and with scatter and attenuation correction
(bottom)
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technology, optimization of acquisition and/or reconstruction protocols, and qual-
ity control checks. We will use the tool in Chapter 4 to optimize cardiac imaging
protocols.

3.3 3D+t Cardiac Image Analysis
SPECT acquisitions in clinical cardiac studies are usually gated to the electrocardio-
gram signal of the heart. The cardiac cycle is divided temporally in several time bins,
usually 8 or 16 [13], and the resulting image sequence provides information about the
movement of the heart muscle and the ejection fraction (EF).
In clinical routine, the reconstructed gated data is usually analyzed using comprehen-
sive quantitative tools such as e.g. Corridor4DM (MedImage, Ann Arbor, Michigan),
one of the major currently used quantitative cardiac analysis packages. This quanti-
tative tools facilitate the diagnostic tasks in routine clinical work. However, they are
not suitable for performing intense system tests or for creating baselines. For these
purposes phantoms are used which have known tractable features.
In the following, we present an image analysis tool which evaluates functional param-
eters of cardiac gated studies. This tool is specifically designed for a dynamic cardiac
phantom with a known geometry.

3.3.1 Target Phantom

The phantom employed is the Dynamic Cardiac Phantom manufactured by Data
Spectrum, an anthropomorphic torso phantom with liver, lung, and spine inserts
(Figure 3.11 left). The left ventricular blood pool and myocardium are mimicked
by two latex membranes connected to a piston pump which simulates the filling and
emptying of the blood pool. An ECG trigger signal is provided to perform gated
acquisitions. The package includes a user interface to control the pump (Figure 3.11
right). End-diastolic volume (EDV), end-systolic volume (ESV), ejection fraction,
and heart rate can be specified. In addition, the phantom software allows to ’freeze’
the motion at 8 discrete positions of the cardiac cycle (see Figure 3.11 right, positions
F2-F9). Figure 3.12 shows example CT images of the cardiac chamber in these
positions. For demonstration purposes the myocardium was filled with CT contrast
agent in these images.

3.3.2 Image Analysis

The myocardial segmentation and the blood pool volume estimation are performed
slice by slice on the short axis (SA) images of the reconstructed volumes. The main
steps for the image based blood pool volume estimation are illustrated in Figure 3.13.
The initial segmentation of the myocardium is done by applying a threshold of 40%-
50% of the maximum pixel value to the image slice. After thresholding, unwanted
regions due to noise in the image are eliminated by applying a combination of region
labeling, using prior knowledge of the myocardial shape, and morphological opera-
tions (compare e.g. [147]).
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Figure 3.11: Dynamic Cardiac Phantom (left) manufactured by Data Spectrum and
provided software to control cardiac parameters (right). The software allows for
adjusting ESV, EDV, EF, and heart rate. In addition the phantom can be stopped
at 8 discrete positions of the cardiac cycle (F2-F9).

Figure 3.12: CT images of the dynamic phantom stopped at positions F2-F9 (see
Figure 3.11 right). Volume parameters are set according to Figure 3.11 right. For
visualization purposes, CT contrast agent is injected into the myocardial chamber.
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In addition to the segmentation, a phantom specific model is introduced to facilitate
the volume estimation. Since the phantom simulates the myocardium with two cylin-
drical membranes, a simple circular model is fitted to the segmented myocardium in
the short axis slices. We use the parametric form for a circle:

x = r cos θ + x0 (3.7)
y = r sin θ + y0 , (3.8)

with the radius r, the center coordinates x0, y0 , and 0 ≤ θ < 2π.
For a given set of n points (xi, yi) with i = 1, 2, . . . , n representing the 2D posi-
tions of the segmented myocardial region in a short axis slice, the blood pool center
coordinates x0, y0 are estimated as:

x0 =
1

n

n∑
i=1

xi (3.9)

y0 =
1

n

n∑
i=1

yi . (3.10)

We estimate the radius of the circle by minimizing the objective function L(r) with
respect to r:

L(r) =
n∑
i=1

(xi − r cos θi − x0)2 + (yi − r sin θi − y0)2 . (3.11)

Setting the first derivative to zero:

∂L

∂r
= 2

n∑
i=1

(xi − r cos θi − x0) (− cos θi) + 2
n∑
i=1

(yi − r sin θi − y0) (− sin θi)

= 2
n∑
i=1

(xi − x0) cos θi − r
n∑
i=1

cos2 θi +
n∑
i=1

(yi − y0) sin θi − r
n∑
i=1

sin2 θi

!
= 0 (3.12)

and solving for r we derive the estimate of the radius:

r

(
n∑
i=1

cos2 θi +
n∑
i=1

sin2 θi

)
=

n∑
i=1

(xi − x0) cos θi + (yi − y0) sin θi (3.13)

r =

n∑
i=1

(xi − x0) cos θi + (yi − y0) sin θi

n
(3.14)

The radius of the blood pool used for the volume calculation is then derived by
subtracting half of the known myocardial wall thickness.
Using a model based approach in addition to the thresholding shows its benefits
especially in the case of high variations in pixel intensity caused e.g. by attenuation
effects or ’blobby’ images due to low signal to noise ratios.
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Figure 3.13: Main steps for image based blood pool volume estimation - a combination
of thresholding and circular model calculation using prior knowledge of the phantom
geometry.
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Figure 3.14: Overview of procedures for tool calibration and volume estimation and
verification using the phantom’s gold standard.

Since blood pool volume estimation is very sensitive towards the setting of the base
slice, a base slice calibration is performed. Figure 3.14 gives a general overview of
the procedures for tool calibration and volume estimation and verification using the
phantom’s gold standard. For the localization of the base slice, the SPECT data
is superimposed with the hardware registered CT volume provided by the hybrid
scanner. The determined base slice position is kept constant throughout the image
analysis. The assumption of a constant base slice location can be justified, as there
is no physical translation of the phantom’s myocardium during the scan (unlike in
patient studies).
Once EDV and ESV are derived, the EF is calculated as follows:

EF =
EDV − ESV

EDV
. (3.15)

The truth model of the blood pool volumes and the ejection fraction is derived by two
independent measurements. Image based volumetric analysis is performed on data
from a cardiac blood pool study by acquiring ungated SPECT data of the phantom
in the 8 discrete positions. In addition, physical measurements of the mechanical
piston displacement of the pump are performed and the processed volume for each
of the discrete pump positions is calculated (compare Figure 3.14).

3.3.3 Tool Validation

For the validation of the developed tool, myocardium, liver and background of the
phantom are loaded with Tc-99m. The activity concentration ratio of heart:liver:background
is set to 14:8:1.
Ungated high count SPECT/CT acquisitions of the 8 discrete pump positions (see
Figure 3.11 right, positions F2-F9) are acquired and subsampled to clinical gated
count levels. 5 Poisson realizations are generated from each high count data set. The
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Figure 3.15: Estimated blood pool volumes for the 8 discrete pump postions and
comparison with the truth model (piston displacement and blood pool study).

data are reconstructed using OSEM-3D without corrections for scatter and attenu-
ation (according to clinical procedures). Figure 3.15 shows results for the absolute
blood pool volumes as a function of pump position. Blood pool study and measure-
ments of the piston displacement deliver identical results for the truth model. The
calculated true EF is 51.8%. The analysis tool accurately estimates absolute volumes
from reconstructed SPECT images and reports an EF of 51.0±1.5%.
Having performed this validity check, we conclude that the developed tool can be
used to accurately assess functional parameters in the cardiac phantom. We will
employ the tool for the optimization of cardiac imaging protocols in the following
chapter.
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Chapter 4

Optimizing Clinical Non-Quantitative
Imaging Protocols

In this chapter we optimize clinical routine imaging protocols with focus on the car-
diac application. We use the tools introduced in Chapter 3 to evaluate image features
important for nuclear cardiac diagnosis such as activity uniformity and resolution re-
covery. The goal is to reduce the scan time of conventional cardiac protocols, which
take between 15-25 minutes, by at least a factor of 2 while maintaining diagnostic
ability.
We derive an optimized scan protocol by replacing conventional FBP reconstruc-
tion with iterative reconstruction which is then applied to time-optimized projection
datasets. Phantom studies in combination with human observer studies are used to
evaluate different acquisition scenarios. The best suited protocol is then validated
with a reference phantom database and exemplary patient data.

4.1 Development of a Time-optimized Cardiac Imag-
ing Protocol

Cardiac perfusion studies in clinical practice usually take between 15-25 minutes per
acquisition depending on injected dose and desired counting statistics (see Table 2.2).
Two scans are usually performed, one after exercise (stress) and one at rest. Follow-
ing a one-day protocol, the stress and rest scan are performed the same day, whereas
the first scan uses one third of the dose of the second scan [15].
FBP is still widely used to reconstruct nuclear cardiac images and is well supported
in current imaging guidelines. These guidelines, however, give insufficient consider-
ation to advances in iterative reconstruction methods that include collimator mod-
eling, attenuation, and scatter correction. Thus, advanced reconstruction is often
suboptimally used in a clinical setting. Literature provides some advise on how
to set the various acquisition and reconstruction parameters for some applications
[148, 149, 150, 151]. Still, in clinical practice variations in imaging protocols occur
according to the specifics of the image formation including patient and tracer uptake.
In general, advances in reconstruction techniques and instrumentation improve im-

59
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Count Density
Detector in Myocardium Total ScanAngular Number of Time/

Dead-time/ (cts/pixel) Time
Sampling Projections Projection

View
128×128 64×64 Min. %

3◦ 60 30s 3.1s 30 120 16:33 100%

3◦ 60 15s 3.1s 15 60 9:03 55%

6◦ 30 30s 4.9s 30 120 8:44 53%

9◦ 20 45s 6.7s 45 180 8:37 52%

Table 4.1: Different acquisition scenarios for time reduction in cardiac SPECT. Typ-
ical count densities are given for the first scan of a 1-day imaging protocol.

age quality. These improvements could be used to improve confidence and diagnostic
ability, or to increase throughput or lower injected dose while maintaining diagnostic
ability. Higher patient throughput can be achieved by reducing imaging scan time.
In this section, we aim to develop an acquisition protocol for SPECT cardiac imaging
which reduces scan time without adversely affecting the clinical read. This is done
by characterizing the effects of various acquisition and reconstruction protocols on
cardiac image quality. Iterative reconstruction, instead of FBP, is used for the time-
optimized imaging protocols.
We use phantom tests in combination with human observer studies to derive optimal
acquisition and reconstruction parameters for the time-optimized protocol. This pro-
tocol is then validated using a database of independently filled phantoms, acquired
on multiple SPECT/CT systems, and exemplarily tested on patient data.
Table 4.1 gives a set of different acquisition scenarios for ∼50% time reduced proto-
cols. Scan time reduction can either be achieved by variations in angular sampling
or by reducing detector dwell time per view. Note that reduction in dwell time yields
increased noise. Typical clinical count densities in the myocardium for a single pro-
jection view are also shown in Table 4.1. These values are based on summed data
acquired during the first scan of a 1-day protocol (low dose scan). For gated data,
the count density values are to be divided by the number of time bins (typical 8 or
16).
In the following section we evaluate the different protocols given in Table 4.1 in terms
of image quality and lesion detection ability. We use numerical assessment and hu-
man observer studies of images acquired with the cardiac phantom.

4.1.1 Phantom Preparation and Acquisition

The static cardiac phantom (Figure 3.2) introduced in Chapter 3 was used for the
testing of different acquisition protocols. Measured data acquired with a clinical sys-
tem were used instead of Monte Carlo simulation, which can only approximate a real
clinical system. The phantom was filled as described in Table 3.2 in Chapter 3. For
abnormal studies, a fillable lesion with an angular extent of 45◦ in the short axis and
a length of 20 mm (displacement volume: 4.7 ml) was mounted in the mid-inferior
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Head Separation Angle 90◦

Scan Range 180◦

Angular Step 1◦

Orbit non-circular

Pixel Size 1.65 mm

Matrix Size 256×256
Total Counts 90 million

Count Density in
Myocardium

44-52 cts/pixel

Table 4.2: Acquisition parameters for the high-count reference data.

region of the cardiac insert and filled the entire radial extension of the wall. The
activity concentration in the defect was 12.5% below the surrounding myocardium.
High-count data sets with dense angular and spatial sampling are acquired using a
state-of-the-art clinical SPECT/CT system (Symbia-T6, Siemens Healthcare). Ac-
quisition parameters are summarized in Table 4.2. The phantom was acquired from
45◦ left posterior oblique to 45◦ right anterior oblique with 90◦ head configuration
according to clinical standard [13]. The data manipulation tool described in Section
3.1 was applied and the high-count reference data was processed in terms of counts
and angular sampling to generate the different acquisition scenarios from Table 4.1.
The exact count levels as well as OSEM-3D reconstruction parameters are given in
Table 4.3. The matrix size was set to 64×64. The data was subsampled to count
levels of gated time bins. These levels guaranteed an operation range with good sta-
tistical power for human observer studies.
The data was reconstructed with OSEM-3D and with FBP (Butterworth filter of
order 5, cut-off: 0.4) for reference. Note that both the number of OSEM up-
dates (iterations×subsets) and the number of views per subset maintained the same
throughout the three different angular steps.

4.1.2 Phantom Image Analysis

A Receiver Operating Characteristics (ROC) [152] study has been performed on the
scenarios presented in Table 4.3. A graphical user interface was used which gives the
user a series of short axis images with a 50% chance of a defect being present. The
images were ranked in a 5-step scale from definitely normal to definitely abnormal.
The defect in the inferior wall appeared constantly at 6 o’clock in a short axis recon-
structed slice, close to the position of the well-known infero-lateral (5 o’clock) artifact
usually induced by the lack of attenuation correction.
For each row in Table 4.3 multiple realizations were generated from the high-count
reference data: N/2 normal and N/2 abnormal sets (N=100). Prior to each ranking
session the observer was able to run through a training with feedback. The data was
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Total Counts/ Count Density Angular OSEM
Counts view (cts/mm2) Step

Iterations Subsets
Updates

900k
15k 0.45-0.70 3◦ 5 12 60
30k 0.90-1.40 6◦ 10 6 60
45k 1.50-1.80 9◦ 15 4 60

450k
7.5k 0.23-0.35 3◦ 6 6 36
15k 0.45-0.70 6◦ 12 3 36
22.5k 0.75-0.90 9◦ 18 2 36

450k
7.5k 0.23-0.35 3◦ 6 12 72
15k 0.45-0.70 6◦ 12 6 72
22.5k 0.75-0.90 9◦ 18 4 72

450k
7.5k 0.23-0.35 3◦ 12 12 144
15k 0.45-0.70 6◦ 24 6 144
22.5k 0.75-0.90 9◦ 36 4 144

Table 4.3: Generated acquisition scenarios and corresponding reconstruction param-
eters. Note: A post-smooth with a 3D Gaussian with a FWHM of 2 pixels is applied
in all cases.

presented to 6 readers. After ranking, the ROC curves and the corresponding values
for the area under the curve (AUC) and the standard error were calculated using the
non-parametric model of Hanley et al. [152]. The AUC represents the degree of diag-
nostic ability for a certain task. An AUC of 1.0 would translate to a specificity and
sensitivity of 100%, respectively. The Bootstrap method [153] (100 repeats/reader)
was used to get estimates for the standard errors of the AUC values.
Table 4.4 summarizes the results of the ROC study, including the values of the AUC
and their standard errors (SE).
In addition to the visual assessment, the N/2 reconstructed images of the normal
phantom were analyzed in terms of myocardial nonuniformity and resolution using
the analysis package described in Section 3.2. Table 4.5 shows the values for the
nonuniformity and its standard error in percent as well as the FWHM of the wall
thickness in millimeter and its standard error.
Figure 4.1 attempts to combine the information in Table 4.5 and Table 4.4 and

to correlate detectability from an observer study as measured by AUC with a nu-
merical characterization of an image feature, such as the myocardial nonuniformity.
Values are shown for the acquisition protocols using 3◦, 6◦, and 9◦ angular sampling
at total counts of 450k and 900k at increasing iteration updates (36, 72, and 144)
using OSEM-3D. The 2D error bars correspond to standard errors of the AUC and
nonuniformity, respectively.
In Figure 4.2 we plot the standard error of the AUC for all readers on the ordinate
against the nonuniformity showing a minimum of the standard error around 11%.
The reader variability as measured by the standard error of the AUC may be inter-
preted as an indicator for the confidence to make a detection decision. According to
this, for the count level of 450kcts, 72 OSEM updates show highest AUC and reader
confidence for all three tested angular steps.
In Figure 4.3 we show a graph which not only relates AUC and nonuniformity but
also recovered resolution by measuring the FWHM of the wall thickness at 450k.
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Total OSEM Angular
Counts Updates Step

AUC SE

3◦ 0.93 0.03
900 36 6◦ 0.95 0.02

9◦ 0.93 0.03

3◦ 0.88 0.04
450 36 6◦ 0.89 0.03

9◦ 0.90 0.03

3◦ 0.91 0.03
450 72 6◦ 0.91 0.03

9◦ 0.91 0.03

3◦ 0.75 0.05
450 144 6◦ 0.85 0.04

9◦ 0.83 0.04

Table 4.4: Results from ROC observer studies for the different acquisition scenarios.

Total OSEM Angular Non- Wall
Counts Updates Step uniformity

SE
Thickness

SE

3◦ 9.4% 0.1% 21.7 0.04
900 36 6◦ 9.5% 0.1% 21.7 0.04

9◦ 9.2% 0.1% 21.8 0.04

3◦ 9.7% 0.1% 23.9 0.05
450 36 6◦ 10.3% 0.1% 23.9 0.07

9◦ 10.0% 0.1% 23.9 0.06

3◦ 10.7% 0.2% 21.1 0.05
450 72 6◦ 11.0% 0.1% 21.3 0.05

9◦ 10.7% 0.2% 21.2 0.05

3◦ 12.3% 0.2% 19.9 0.06
450 144 6◦ 12.2% 0.1% 19.8 0.04

9◦ 12.3% 0.2% 19.8 0.05

Table 4.5: Numerical characterization of nonuniformity and wall thickness.
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Figure 4.1: Correlating detectability with a measure for myocardial non-uniformity
for 3◦, 6◦, 9◦ angular sampling, 36, 72 and 144 OSEM updates and 2 total count
levels at 450kc, and 900kc. The 2D error bars show standard error of AUC and
nonuniformity respectively.

Results for 3◦ angular sampling are shown. The left ordinate shows nonuniformity
and AUC on the same scale, the right ordinate the FWHM of the reconstructed wall
thickness (mm) and the abscissa shows the number of OSEM updates. The more
updates the better the resolution recovery, yet nonuniformity worsens. The AUC
remains stable and worsens once nonuniformity worsens above some threshold which
is around 72 updates. A collective result derived from graphs (4.1, 4.2, and 4.3) is an
increase in detection ability and reader confidence with increasing resolution recovery
and a decrease above a nonuniformity level of approximately 11%. It seems plausible
that the interplay between resolution and nonuniformity are the key drivers for this
particular detection task in this application. The results indicate that nonuniformity
impacts detection performance more significantly than resolution. These findings also
correspond to feedback from physicians who usually like to see a smooth myocardium
yet with the best possible resolution.
Figure 4.4 depicts the standard error as it trends with the decrease in infero-lateral
intensity for 3◦, 6◦, and 9◦ angular sampling at total counts of 450k and 900k. The
intensity decreases from -17% to -20% with decreased total counts, while the stan-
dard error increases from 2.5% to 3.5%. The slope is essentially the same for 3◦ and
9◦ angular sampling, but for 6◦ the range of intensity change is compressed and thus
the slope is steeper.

Returning to the actual goal of reducing scan time using the different acquisition
scenarios from Table 4.1, we can conclude that variations in angular sampling from
3◦ to 9◦ have only little impact on the overall detection ability of the defect given
that nonuniformity is below 11%. For higher nonuniformity values we observe that
6◦ sampling performs best in terms of detection ability (Figure 4.1) and reader con-
fidence (Figure 4.2). In addition, for 6◦ sampling infero-lateral intensity appears to
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Figure 4.2: The standard error of the AUC using bootstrap is correlated with nonuni-
formity.

Figure 4.3: The left ordinate shows nonuniformity and AUC on the same scale and
the right ordinate the FWHM of the reconstructed wall thickness (mm) and the
abscissa shows the number of OSEM updates. The more updates the better the
resolution recovery, yet nonuniformity increases. However the AUC remains stable
and decreases once nonuniformity exceeds a certain threshold which in this case is
around 72 updates.
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Figure 4.4: The standard error of the AUC using bootstrap is correlated with a nu-
merical characterization of the infero-lateral intensity decreases for 3◦, 6◦, 9◦ angular
sampling and the 2 total count levels of 450kc, and 900 kc.

be less affected by the count level.
We relate these outcomes to the fact that 6◦ sampling still gives a sufficiently dense
angular representation of the object while at the same time offering adequate signal
to noise ratio in each projection view (compare Table 4.1). This leads to a good per-
formance of the applied OSEM based reconstruction for this specific detection task.
As a result we choose a half-time imaging protocol which uses 6◦ angular sampling
and OSEM-3D reconstruction (Table 4.1 third row) as compared to the conventional
full-time protocol with 3◦ sampling and FBP reconstruction. In the following we
validate this half-time protocol using a reference phantom database and exemplary
patient studies.

4.2 Validation of the Time-optimized Imaging Pro-
tocol

We have developed a cardiac imaging protocol which allows a time reduction of
∼50%. During the image assessment we focused on image features extracted from
the static 3D activity distribution in the target object which corresponds in-vivo to
the 3D perfusion characteristics of the myocardium. The nuclear physician uses the
3D information of the ativity distribution to assess myocardial perfusion or viability.
In addition, ECG-gated images are used to evaluate the functional characteristics of
the heart muscle. In the following, we validate our time-optimized imaging protocol
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Non- Wall Apical 5 o’clock Inf. vs. Ant. Sept. vs. Lat.
uniformity Thickness Thinning Intensity Intensity Intensity

FBP 8.3±0.4 20.8±0.5 2.2±1.9 -17.5±1.5 -12.0±2.4 8.0±2.1

OSEM-3D
uncorrected

8.1±0.5 20.4±0.6 1.2±2.1 -18.9±2.0 -21.2±2.9 10.4±2.8

OSEM-3D
corrected

7.4±0.6 20.5±0.6 13.0±1.6 -6.8±2.2 -2.3±2.9 10.8±3.2

Table 4.6: Numeric results for characterization of reference phantom data sets.

in terms of perfusion as well as functional consistency with conventional FBP based
protocols.

4.2.1 Perfusion Characteristics

For the validation of the half-time imaging protocol we use phantom data from a
reference database which was assembled over time. We use 14 data sets from cardiac
phantoms filled independently and acquired on three different clinical SPECT/CT
systems (Symbia T2/T6, Siemens Helathcare) within a time period of one year. This
allows us to account for variabilities in phantom filling as well as for varying perfor-
mance of different imaging systems, which includes different calibration and quality
control states of the imaging systems. The phantoms were acquired according to
a standard clinical protocol (see Table 2.2) collecting ∼6 million total counts in 64
projection frames (3◦, full-time).
The full-time (3◦) phantom data were reconstructed with FBP using a Butterworth fil-
ter with a cut-off value of 0.44. The half-time data were reconstructed with OSEM-3D
with and without scatter and attenuation correction using 18 iterations and 2 subsets
and a post-smooth of 2 pixels (3D Gaussian). Note that the number of subsets were
divided by a factor of two compared to the recommended values for 3◦ sampling (Ta-
ble 2.2), in order to keep the same number of projection views per subset compared
to conventional protocols.
Reconstructed images were processed with the phantom analysis tool (Section 3.2).
Mean values and standard deviations of the extracted numerical values are given in
Table 4.6.
Short axis (SA), horizontal long axis (HLA), and vertical long axis (VLA) image

slices and polar maps of a representative data set are shown in Figure 4.5. The
first row shows the full-time FBP protocol and the second and third row show the
half-time imaging protocol with OSEM-3D reconstruction without (2nd row) and
with (3rd row) scatter and attenuation correction. Visually the images correlate well
with the numerical findings in Table 4.6. Uniformity and wall thickness of all three
datasets are comparable, with slight improvements for corrected images (3rd row).
In Table 4.6, the 5 o’clock intensity and inferior-to-anterior wall intensity are slightly
more pronounced in the uncorrected OSEM-3D case (2nd row) compared to the FBP
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case. We relate this behavior to the better activity recovery of OSEM-3D in the an-
terior wall (see Figure 4.5). This increases the magnitude of the inferior-to-anterior
intensity ratio. OSEM-3D with attenuation and scatter correction (3rd row) gives
more balanced results. The activity depression in the apical region for the corrected
OSEM-3D case is a known effect and related to a combination of different factors
such as the imaging geometry, position of the cardiac insert, and distribution of
background activity [154]. Attenuation correction emphasizes the effect by boosting
intensities in the basal regions.
Figure 4.6 gives a visual impression of both full-time and half-time protocol ap-

Figure 4.5: Example images from normal phantom database comparing full-time FBP
with half-time OSEM-3D protocol. Top row: Full-time FBP reconstruction. Mid row:
Half-time OSEM-3D uncorrected reconstruction (detector response correction only).
Bottom row: OSEM-3D corrected reconstruction (detector response, scatter, and
attenuation correction).

plied in an in-vivo patient study. The images were acquired at the Clinic of Nuclear
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Medicine at the University of Erlangen-Nuremberg by following a standard 1-day
stress/rest protocol with acquisition parameters according to Table 2.2. Injected
dose was 319 MBq for stress and 698 MBq for rest. The projection data were retro-
spectively processed to simulate the half-time acquisition protocol. Reconstruction
parameters were identical to those applied in the previous phantom studies.
The proposed half-time imaging protocol was furthermore evaluated in a prospective

Figure 4.6: Example patient images and polar maps comparing full-time FBP versus
half-time OSEM-3D protocol (56 year old normal male patient). 1st and 2nd row:
Stress and rest images with full-time FBP protocol. 3rd and 4th row: Stress and rest
images with half-time OSEM-3D protocol.

patient trial at the Iowa Heart Institute (Des Moines, Iowa, USA). 27 patients (18
male, 9 female) were acquired in back-to-back acquisitions with a dual headed large
FOV (e.cam, Siemens Healthcare) and a dedicated cardiac imaging system (c.cam,
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Siemens Healthcare) using the 3◦ and 6◦ acquisition protocol, respectively. The in-
vestigators on-site reported a good correlation between full- and half-time protocol.
Figure 4.7 reflects the principle findings. It shows the correlations for the summed
stress score (SSS) and summed rest score (SRS) which represent the readers’ per-
fusion scores summed over the 17 segments of the myocardium for stress and rest,
respectively. The mean differences between full- and half-time SSS and SRS were
reported to be 2.44±2.50 and 0.15±3.06.
Overall, from results of numerical and visual evaluation of phantoms and a prospec-

Figure 4.7: Results from a prospective patient study conducted at the Iowa Heart
Institute (Des Moines, Iowa, USA). Correlation of summed stress score (SSS) and
summed rest score (SRS) of full-time FBP and half-time OSEM-3D for a set of 27
patients.

tive clinical trial, we can summarize that the perfusion characteristics are comparable
between the proposed time-optimized and the conventional protocol. In the following,
we will evaluate the functional characteristics using ECG-gated image data.

4.2.2 Functional Characteristics

We validate the proposed imaging protocol for the use with gated acquisitions by
employing the dynamic phantom and the designated analysis tool both which were
introduced in Chapter 3.
For image acquisitions with a dual headed SPECT/CT system (Symbia-T2/T6) the
dynamic phantom was loaded with Tc-99m using an activity concentration ratio of
heart:liver:background of 14:8:1. High count ECG-gated data sets with dense angu-
lar and spatial sampling were acquired. Gated timeslots, matrix size, and ejection
fraction were varied according to Table 4.7. From the measured high-count data,
full- and half-time projection data were created. The myocardial count density in the
projection data was approximately 4.5cts/cm2. In order to increase statistics, five
realizations for each data set shown in Table 4.7 for both clinical as well as half-time
count levels were created (160 generated data sets total). The data were reconstructed
using FBP (Butterworth filter with cut-off 0.4) and OSEM-3D using 6 iterations, 2
subsets, and 2 pixel post-smooth. Images were analyzed in terms of ejection fraction
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Matrix Size # of Timeslots Ejection Fraction (%)

8 30, 40, 50, 60128
16 30, 40, 50, 60

8 30, 40, 50, 6064
16 30, 40, 50, 60

Table 4.7: Dynamic phantom gated acquisition parameters

using the analysis tool dedicated for the dynamic phantom. Figure 4.8 gives a sum-
mary of the results for the two different matrix sizes and number of time slots. The
left column shows the correlation between full- and half-time protocol. The right
column shows the Bland-Altman plots [155] which give a visual impression of the
agreement of the two methods. The dotted lines in the Bland-Altman plots indicate
±1.96 times the standard deviation of the differences of the two methods (values on
the ordinate). The horizontal solid line indicates the mean of the differences.
In Figure 4.9 we show the deviations of the measured EF from the true values in

the phantom for each combination of matrix size and number of time slots. Each bar
shows the average of the 4 different EF settings (see Table 4.7) and the 5 realizations
for each EF setting.
Summarizing Figures 4.8 and 4.9, we observe that the EF values for full- and half-
time correlate well (R2>0.97), except for 16 gates and a 128×128 matrix, which also
show a -27±9% deviation from the true EF. We relate this to the low signal to noise
ratio in the projection data which is in this case 8 times lower than e.g. for 8 time
bins and a matrix size of 64×64. Best agreement with the true EF results from data
with 16 gates and a matrix size of 64×64. In this case the cardiac cycle is temporally
well resolved while the projections offer sufficient count density.
This particular gating protocol was tested in-vivo in a retrospective pilot study using
12 patients. The data were provided by the Iowa Heart Institute (Des Moines, Iowa,
USA). The half-time projection data were generated retrospectively and the recon-
struction parameters were identical to the phantom studies. The EF was measured
using Corridor4DM (MedImage, Ann Arbor, Michigan). Figure 4.10 shows the cor-
relation of full- and half-time protocol and the Bland-Altman plot.
For the sake of completeness, we also quote the EF outcomes from the prospective
patient study at the Iowa Heart Institute mentioned in the previous section. Figure
4.11 gives the correlation and Bland-Altman plot for 8 gates and a matrix size of
64×64.
Overall, we can summarize that the estimation accuracy of ejection fraction in gated
cardiac SPECT imaging with the proposed half-time protocol is comparable to the
standard FBP-driven protocol. Best results in phantoms were obtained using 16 gates
and a matrix size of 64×64.

4.3 Summary
We proposed an imaging protocol which reduces the myocardial perfusion acquisition
time by ∼50% when using iterative reconstruction with 3D detector response correc-
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tion (OSEM-3D) instead of conventional FBP-based methods. We employed human
observer studies and numerical analysis of an anthropomorphic torso phantom and
tested various half-time acquisition scenarios. Based on the results we chose an ac-
quisition protocol which maintains the dwell time per view, but reduces the number
of projections by a factor of two. The resulting protocol offers a time reduction of
53%, considering the slightly increased detector dead time per view. The half-time
protocol was tested both in terms of perfusion and functional characteristics using
phantoms and patient data. The results show good correlation and agreement with
the conventional FBP-driven protocol. Clinical reconstruction times of commercial
iterative reconstruction packages are fast and thus OSEM-3D can be routinely used
for the entire processing of nongated and gated datasets.
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Figure 4.8: Results form phantom studies. Correlation analysis (left column) and
Bland-Altman plots (right column) of full-time FBP versus half-time OSEM-3D gated
datasets.
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Figure 4.9: Deviation of measured EF values in the phantom images from the true
values.

Figure 4.10: Correlation analysis (left) and Bland-Altman plot of a pilot set of 12
patients (gated stress data acquired at the Iowa Heart Center, De Moines, Iowa).
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Figure 4.11: EF correlation analysis (left) and Bland-Altman plot (right) for image
data from the prospective patient study conducted at the Iowa Heart Institute (Des
Moines, Iowa, USA).
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Chapter 5

Optimizing Quantitative SPECT
Imaging Protocols

In the previous chapter we have optimized clinical cardiac imaging with focus on scan
time reduction. For this, we modified the image acquisition protocol of a clinical
SPECT system while aiming for consistent diagnostic ability. The image interpreta-
tion of the images remained conventional. It was based on pixel intensities which are
delivered by the imaging system and aim to represent the activity distribution in the
target object.
We briefly discussed in Chapter 2 that the image representation delivered by a state-
of-the-art imaging system does not express the real activity distribution in absolute
terms (e.g. kBq/ml). Numerous factors affect absolute quantification in SPECT (see
Table 2.4). The clinical introduction of iterative reconstruction including corrections
for physical phenomena has not only improved image quality but also quantitative
accuracy. Still, absolute quantitative information is usually not used for routine di-
agnosis and image interpretation in clinical practice is still based on intensity (count)
values and not on values such as e.g. absolute activity concentration.
Active research is conducted to provide the clinical user with absolute quantitative
values based on reconstructed SPECT images. We have summarized some of the
previous work in Section 2.4. These studies confirm that image corrections such as
detector response, attenuation, and scatter correction are mandatory for accurate
quantification. OSEM reconstruction inherently behaves non-stationary with respect
to object size and position and number of iterations. In the present chapter we seek
to develop and evaluate an approach to quantitative SPECT by taking into account
this non-stationary behavior of OSEM reconstruction when used in the clinical op-
eration range. We assess the dependencies of activity estimation errors on structure
size, pixel size, count density, and reconstruction parameters. Using the obtained
results we develop a calibration method for the determination of activity concentra-
tions in kBq/ml which can be applied to a clinical SPECT/CT system. We explicitly
employ standard commercial iterative reconstruction software with depth dependent
3-dimensional resolution recovery, with CT based attenuation correction and energy
window based (TEW) scatter correction. We use available technology to assure clin-
ical practicability including acceptable reconstruction times and a familiar operation
environment. The method is validated with phantoms and applied to in-vivo patient
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data.
Furthermore, we apply the method to dynamic SPECT data using a self-developed
dynamic phantom. The goal is to establish a baseline for image based dynamic
SPECT using a slow-rotating dual-headed gamma camera system.

5.1 Clinical System Calibration Technique

To obtain quantitative values from reconstructed SPECT images, a thorough charac-
terization and calibration of the underlying imaging system is necessary. We propose
three distinct steps to derive absolute activity concentrations in kBq/ml starting from
conventional counts in the reconstructed image:

Step 1: Characterization
Characterization of the SPECT/CT imaging system in terms of emission
recovery.

Step 2: Calibration
Cross calibration of the SPECT/CT imaging system with a well counter.

Step 3: Validation
Application of correction factors derived from steps 1 and 2 to reconstructed
image data.

In the following, we further particularize these three steps. We begin with a com-
prehensive characterization of a clinical SPECT/CT system by taking into account
variations in instrumentation and acquisition and reconstruction parameters. There-
after, the procedure for the cross-calibration is presented which includes considera-
tions about the precision of the measurement instrumentation and procedures. The
results are then used for the determination of activity concentrations in phantoms
and in-vivo in patients.

5.1.1 Step 1: Characterization of the Imaging System

For the characterization of a state-of-the-art imaging system we use quasi-analytical
simulations of a clinical SPECT system with a voxel size of 0.6 mm in image and data
space. The projection operator is modeled in 3D according to the detector and col-
limator specifications of the Symbia T-series gamma cameras (Siemens Healthcare)
using different low energy collimators with sensitivities between 45 cps/MBq and 459
cps/MBq and geometric resolution FWHM between 4.4 mm and 13.1 mm at 10 cm
distance. The detector intrinsic resolution FWHM is set to 3.8 mm. Figure 5.1 illus-
trates the system resolution of four Siemens low energy collimators, Low Energy High
Sensitivity (LEHS), Low Energy All Purpose (LEAP), Low Energy High Resolution
(LEHR), and Low Energy Ultra High Resolution (LEUHR), as a function of distance
to the detector surface. Table 5.1 gives additional characteristics of the collimators
such as acceptance angle, sensitivity, and bore length.
The point spread function (PSF) in the simulations for each voxel in image space is
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Figure 5.1: System resolution as a function of distance to the detector surface for
four Siemens low energy collimators. The intrinsic resolution is set to 3.8 mm.

Acceptance Sensitivity Bore Length Hole Diameter
Angle (◦) (cps/MBq) (mm) (mm)

LEHS 6.60 459 24.05 2.54

LEAP 3.72 149 24.05 1.45

LEHR 2.84 91 24.05 1.11

LEUHR 1.98 45 35.80 1.16

Table 5.1: Collimator specifications of four Siemens low energy collimators.

modeled by a 3D Gaussian kernel with a FWHM calculated using the distance from
the point of origin to the interaction plane in the detector. Projections are generated
by assigning counts according to detector and collimator specific sensitivity and ge-
ometry conditions to a 512×512 detector array with a bin size of 0.6×0.6 mm. For
each detector pixel a Poisson realization is created using the projected pixel count
value as the mean. Photon attenuation in the simulated object is accounted for using
a constant linear attenuation coefficient of 0.15 cm−1 (140 keV in water with narrow
beam geometry). A µ-map is generated for attenuation correction. Due to the lack
of an accurate scatter model an acquisition with perfect scatter rejection of 140 keV
(Tc-99m) photons is assumed.
To demonstrate the effect of varying system resolution on emission recovery, a stan-
dard quality control phantom (Deluxe Jaszczak PhantomTM , Data Spectrum) with
varying sized rods with diameters between 4.8 mm and 12.7 mm is simulated with
the four different low energy collimators from Table 5.1. A data pixel size of 2.4
mm is used and the background activity is set to 10% of the rod activity. The total
acquisition time is constant for all collimator types resulting in total count values
of 15, 30, 45, and 150 million for LEUHR, LEHR, LEAP, and LEHS respectively.
Figure 5.2 shows the truth model (top) and reconstructed images for each collima-
tor. OSEM was used for image reconstruction including 3D (transversal and axial)
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resolution recovery and attenuation correction. Both the 3D point spread function
and the attenuation effect are modeled in the forward and backprojection steps of
the reconstruction.
For the images in Figure 5.2 the reconstruction was stopped after the 3rd largest
rods (9.5 mm) reached their true diameter. The rod size in the reconstructed image
was estimated by using the 2nd order moment of the pixel value distribution. The
eigenvalues of the covariance matrix were used to calculate the principle axis of the
ellipse which represents the rod in the image.
Figure 5.2 also gives the number of updates needed to reach the true resolution for
each of the collimators. Using LEHS the true object size was not reached after 300
updates.
In the following we evaluate the images in terms of emission recovery. After deriving

Figure 5.2: True image (top) and example reconstructed images after simulation of
four different low energy collimators. Total counts are 15, 30, 45, and 150 million for
LEUHR, LEHR, LEAP, and LEHS respectively. Reconstruction stopping criterion is
the true object size of a 9.5 mm rod (3rd largest rods). For LEHS collimation the
true object diameter was not reached after 300 updates.

the mean count density d in the reconstructed objects we define the emission recovery
coefficient for a given object j and a given imaging parameter set i:

CE (i, j) =
d (i, j)

dTrue (j)
, (5.1)
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where dTrue is the true count density in the object. The boundaries of the target
object to be measured are derived from the true high resolution.
In Figure 5.3 left we show the emission recovery for the 6 different rod sizes as a
function of OSEM updates when using LEHR collimation. The comparison of the
four different collimators is given in Figure 5.3 right. Mean values of 5 independent
simulations with a pixel size of 2.4 mm and 10% background activity are shown.
Total counts were 15, 30, 45, and 150 million for LEUHR, LEHR, LEAP, and LEHS
respectively. For each rod size in Figure 5.3 right the reconstruction was stopped at
the true object size values, respectively. The emission recovery values are normalized
to the values of LEHR collimation.
The superiority in terms of emission recovery when using high resolution collimators
at small structure sizes is obvious. High sensitivity collimation results in lower emis-
sion recovery values for all rod sizes tested.
In this initial assessment we observe in Figure 5.3 left that emission recovery is im-
proved when using a higher number of updates. Yet, the noise level is expected to
be higher. At these structure sizes and the system resolution of 9.6 mm (for LEHR
collimation at 15 cm distance) the partial volume effect, which was not compensated
in these cases, is a dominant factor. The superiority of small angle projection opera-
tors (i.e. with LEUHR collimation) for smaller structures at 30 million counts is not
surprising. However, for further assessment we focus on LEHR collimation, since it
is the most commonly used low energy collimator in clinical practice. Furthermore,
we will investigate larger spherical structures (diameter > 9 mm) and different pixel
sizes, count levels, and object positions.
We simulate hot spheres with diameters between 9.8 mm and 168 mm in a warm

Figure 5.3: Comparison of four low energy collimators in terms of emission recovery
when OSEM reconstruction was stopped at the true object size values respectively.
3D simulation of the Hot Rod Phantom with 10% background activity, 2.4mm pixel
and 30×106 counts. Emission Recovery values are normalized to the LEHR results.
Error bars shown are standard deviations (5 independent simulations for each data
point).

cylindrical background with a diameter of 216 mm and height of 228 mm (sphere to
background ratio 10:1). The dimensions of the small spheres are based on a stan-
dard quality control phantom (sphere inserts for Deluxe Jaszczak PhantomTM , Data
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Spectrum). We vary total counts between 0.125 and 32 million and reconstruction
pixel size between 2.4 mm and 9.6 mm by rebinning the high resolution projection
data. Figure 5.4 shows example images of simulated and reconstructed spheres.
Emission recovery is estimated according to Equation (5.1). As in the previous ob-
jects, the true boundaries are derived from the true high resolution images (Figure
5.4 top row). Partial volume effects, specifically spill-over at the object boundaries
due to finite pixel size, are compensated by measuring the loss of emission in the
simulation using different pixel sizes.
In Figure 5.5, A the loss of emission recovery due to spill over at the object bound-

Figure 5.4: True (top row) and example reconstructed images (bottom row; LEHR
collimation, 2.4 mm voxel, 32 OSEM updates) of the simulated spheres of different
diameters in a 10% background.

aries is shown for the different object and voxel sizes used. The values are derived
from simulations when a target to background ratio of 10:1 is assumed. Figure 5.5, B
illustrates the effect when various sphere-to-background ratios are used. In this case
we exemplarily show results for a 16 ml sphere (diameter: 31.3 mm). In subsequent
simulations these results are used in a post-processing step after reconstruction to
compensate for the spill-over effect by adding the respective values to the emission
recovery coefficients measured in the simulations.
Figure 5.6, A and B show the emission recovery coefficients for different object sizes,
number of OSEM updates, and voxel sizes used. Results are shown for LEHR collima-
tion and 2 million total counts. No post-smoothing was applied after reconstruction.
Each data point is the average value of 5 independently performed simulations. In
general, the emission recovery coefficient is highly dependent on the number of OSEM
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Figure 5.5: The effect of spill over at object boundaries on emission recovery due to
finite voxel size for A: different object and voxel sizes with a target to background
ratio of 10:1 and B: different target to background ratios using a 16 ml sphere.

updates especially for object sizes below 3 times the system resolution. In addition,
it can be seen that the convergence rate in terms of emission recovery is slower for a
smaller voxel size. The curves are steeper for 4.8 mm voxels than for 2.4 mm voxels,
especially for low iteration numbers.
Figure 5.6, C describes the effect of the object position in the cylinder with 10%
background on the emission recovery of a 16 ml sphere (object diameter: 31.3mm).
The recovery coefficients e.g. for 32 updates vary between 0.80±0.01 for the center
position and 0.89±0.01 for 92 mm off-center.
The dependency of total counts on the emission recovery is shown in Figure 5.6, D.
Here we show results for 32 OSEM updates and a voxel size of 4.8 mm, since these
are parameters which we use in the patient studies later on. Beyond 3 times the sys-
tem resolution, the standard deviation of the recovery coefficient is below 0.0052 for
all count levels tested. Below this point standard deviations are between 0.0065 for
16 ml spheres and 0.0462 for 0.5ml spheres. This result indicates that our recovery
coefficients are unaffected by the count level.
To give a visual impression of the image behavior for different object sizes and recon-
struction parameters, we show cross sections through reconstructed images of a hot
sphere phantom in Figure 5.7. Sphere sizes are between 9.8 mm and 31.2 mm. The
true image (top left) and reconstructed images with 10, 30, and 60 OSEM updates
are shown. These images visually confirm the findings of Figure 5.6 A.
In summary, we observe significant variations of emission recovery with the number
of OSEM updates and object size and position. We obtained emission recovery coef-
ficients for imaging scenarios including parameters typical for the clinical operation
range. We use these coefficients for the quantitative calibration method described in
subsequent sections.
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Figure 5.6: Emission recovery coefficients as a function of object size and number of
OSEM updates for different voxel sizes using LEHR collimation and 2 million total
counts (A and B), for different object positions of a 16 ml sphere (C), and for different
total counts (D).
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Figure 5.7: Cross sections through a reconstructed image of a hot sphere phantom.
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Figure 5.8: Left: Imaging setup for the cross-calibration using a large cylinder phan-
tom. Right: Example reconstructed images with large volume of interest.

5.1.2 Step 2: Cross Calibration of the Imaging System

The cross calibration of the imaging systems serves as conversion from image counts to
activity values. We cross-calibrate the clinical SPECT/CT system using a large cylin-
drical phantom (diameter: 216 mm, height: 186 mm) filled uniformly with a known
activity concentration of Tc-99m measured in a well counter. The well counter is
calibrated with a standard reference source (Cs-137). The measurement error for Tc-
99m specified by the manufacturer is 5%. Approximately 50 million total counts are
collected in a 360◦ acquisition range, 120 projections, and a 150 mm detector radius
of rotation. Figure 5.8 left shows the imaging setup in a dual-headed SPECT/CT
system. Two separate energy windows for the acquisition of the photo peak and the
lower scatter are used. The window widths are both set to 15% as recommended
by the manufacturer resulting in 108.5-129.5 keV for the lower scatter window and
129.5-150.5 keV for the photopeak window. An attenuation map is generated from a
CT scan of the phantom using 130 kV, 30 mAs, and a smooth reconstruction kernel
(B08s, Siemens Healthcare) with a value of the modulation transfer function (MTF)
at 50% (ρ50) of one line pair per centimeter (lp/cm). The reconstructed slice thick-
ness is set to 5 mm. SPECT data is reconstructed using OSEM-3D with CT based
attenuation correction and energy window based scatter correction. We use a modi-
fied triple-energy-window (TEW) method [52, 55] for scatter estimation with a 15%
window for both photo peak and lower scatter, respectively. The scattered photons
Spp in the photopeak window are estimated as follows:

Spp =
wpp
2wls

Pls , (5.2)

where Pls is the pixel intensity in the lower scatter window and wpp and wls are the
widths of the photopeak and lower scatter window, respectively (compare Equation
(2.40)). In our case wpp = wls = 15%, thus a scaling factor of 0.5 is used. The scatter
estimate is then included in the statistical model of the reconstruction by adding it
to the projection estimate in the forward projection step (Equation (2.41), [64, 58]).
The µ-values used for attenuation correction are determined by using piecewise linear
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scaling from CT Hounsfield units (HU) to linear attenuation coefficients and converted
from the effective CT energy to the energy of the radioisotope (Section 2.2.3, [29]).
The attenuation correction is applied in the forward and backprojection within the
reconstruction. Both scatter and attenuation correction methods are implemented
in the commercial reconstruction software package (syngo MI applications 2009A,
Siemens Healthcare).
To calculate the system volume sensitivity a large volume of interest (VOI) (> 3000
ml, compare Figure 5.8 right) is drawn in the reconstructed image. We define the
count rate within this VOI as:

R = (
∑
j∈V OI

f̂j)/Tdwell
def
= F̂V OI/Tdwell , (5.3)

where f̂j are the reconstructed counts in the jth voxel and Tdwell is the dwell time of
the detector.
We correct for radioactive decay from the time of calibration Tcal to the start time of
the acquisition T0 using the decay factor D(t):

D(t) = e−λt = e−λ(T0−Tcal) , (5.4)

with the decay constant λ:

λ =
ln 2

T1/2

, (5.5)

where T1/2 is the half life of the isotope.
Since the time duration of the acquisition is not short in comparison to the half
life of the isotope (T1/2(Tc-99m)=361.2 minutes), we also correct for the radiocative
decay that occurs during the acquisition. The number of recorded counts during the
acquisition is proportional to the area ad under the exponential decay curve from
time T0 to time T0 + ∆t, where ∆t is the time duration of the acquisition (detector
dwell time plus detector moving time). The effective decay factor Deff (t,∆t) is then
the ratio of the area ad and the area a0, where a0 corresponds to the counts that
would be recorded in the absence of decay (constant count rate):

Deff (t,∆t) = ad/a0 =

 T0+∆t∫
T0

e−λt dt

 /

 T0+∆t∫
T0

dt


=

(
1

λ
e−λT0 − 1

λ
e−λ(T0+∆t)

)
/∆t

=

(
1

λ
e−λT0 − 1

λ
e−λT0e−λ∆t

)
/∆t

= e−λT0
(
1− e−λ∆t

)
/λ∆t . (5.6)

The decay corrected count rate R̂ in the VOI is then [77]:

R̂ = R/Deff (t,∆t) = R · eλT0 · λ∆t(1− e−λ∆t)−1 . (5.7)
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Figure 5.9: Different positions (left) and sizes (right) of volumes of interest used to
assess variations of calculated system volume sensitivity values.

The second factor in Equation (5.7) corrects for the radioactive decay from the time
of calibration to the start time of the acquisition (with Tcal = 0 assumed to be
the starting point of time measurement, compare Equation (5.4)). The third factor
corrects for the time duration of the acquisition.
Using the decay corrected count rate we define the system volume sensitivity as:

SV ol =
R̂/VV OI
cA

, (5.8)

where VV OI is the volume of the drawn VOI and cA is the actual activity concentra-
tion in the phantom measured by the well counter. The unit of the system volume
sensitivity is counts per minute per kilo Becquerel (cpm/kBq). The calculated value
of SV ol using the described imaging procedure and a large VOI is 10.29 cpm/kBq.
The variability of SV ol is tested by drawing 15 small spherical VOIs (60 ml each),

evenly distributed in the cylindrical volume, and calculating SV ol for each small VOI.
Similarly, different sized VOIs between 60 ml and 3000 ml are drawn. Figure 5.9
illustrates the positions and sizes of the VOIs. The calculated mean SV ol for all VOIs
is 10.28±0.24 cpm/kBq.

We briefly mentioned above that there is an error in the well counter measurement
procedure which is specified to 5% by the manufacturer. At this point we will expand
on this and calculate the impact of the errors caused by measurement instrumenta-
tion on the precision of our results.
When variables of a function are values of experimental measurements they have un-
certainties due to measurement limitations (e.g. instrument precision) which prop-
agate to the combination of variables in the function. Uncertainties can be defined
as absolute errors ∆x or relative errors ∆x/x in percent. The propagated uncer-
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tainty ∆f for a given function f(x1, x2, . . . , xn) with the experimental measurements
xi (with i = 1, 2, . . . , n) and absolute errors ∆xi can be estimated as [156, 157]:

∆f =

√(
∂f

∂x1

∆x1

)2

+ · · ·+
(
∂f

∂xn
∆xn

)2

(5.9)

by using the following approximation which is derived from the Taylor series expan-
sion around the point f(x1, x2, . . . , xn):

f(x1 + ∆x1, x2 + ∆x2, . . . , xn + ∆xn) ≈

≈ f(x1, x2, . . . , xn) +
∂f

∂x1

∆x1 +
∂f

∂x2

∆x2 + · · ·+ ∂f

∂xn
∆xn (5.10)

The precision of the system volume sensitivity is impacted by activity and volume
measurement errors and statistical variations of measured counts. Here we treat
the image counts F̂V OI as Poisson distributed for the sake of convenience. Note
that the data technically loose their Poisson characteristic due to processing during
reconstruction.
According to Equation (5.9) the error for SV ol is:

∆S2
V ol =

(
∂SV ol

∂F̂V OI

)2

∆F̂ 2
V OI +

(
∂SV ol
∂cA

)2

∆c2
A

=

(
1

Tdwell VV OI cA

)2

∆F̂ 2
V OI +

(
− F̂V OI
Tdwell VV OI c2

A

)2

∆c2
A , (5.11)

with the error for the true activity concentration:

∆c2
A =

(
∂cA
∂V

)2

∆V 2 +

(
∂cA
∂A

)2

∆A2

=

(
− A

V 2

)2

∆V 2 +

(
1

V

)2

∆A2 , (5.12)

where V is the volume measured with a measurement cylinder with an imprecision
∆V/V of 0.4% and A is the activity measured in the well counter with ∆A/A = 5%.
Using Equation (5.11) and taking into account the variations for multiple VOIs, the
propagated relative standard error (RSE) of the system volume sensitivity ∆SV ol is
6.5%.

5.1.3 Step 3: Application of Corrections to Reconstructed Im-
age Data

The calibration method was verified by using a standard quality control sphere phan-
tom (Flangeless Deluxe Jaszczak PhantomTM, Hollow Sphere Set (6)TM, Data Spec-
trum). The measured activity concentration according to the calibrated well counter
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was 729 kBq/ml in the spheres and 64 kBq/ml in the background, resulting in an ac-
tivity concentration ratio of 11.5:1. The activity dilution for the spheres was prepared
using a calibrated pipette (Eppendorf Research®) with 0.6% imprecision as specified
by the manufacturer. The total activity in the phantom at the time of acquisition was
427.7 MBq. Data with the phantom in the center of the field of view was acquired by
using a 150 mm detector radius of rotation over a 360◦ scan range and 120 projections
with a dwell time of 15 seconds each. LEHR collimation with a 4.8 mm pixel size
was used and approximately 24 million total counts were acquired. For attenuation
correction a CT acquisition of the phantom was performed using 130kV, 30 mAs,
and a smooth (B08s, Siemens Healthcare) and medium reconstruction kernel (B40s,
Siemens Healthcare) with δ50 = 4.5 lp/cm. The reconstructed slice thickness was set
to 3 mm.
The SPECT data was reconstructed with OSEM-3D with scatter and CT based at-
tenuation correction, as described earlier. Spherical VOIs were manually drawn by
following the CT boundaries of the fused SPECT/CT image (see Figure 5.10). The
VOIs were shifted by 2.4 mm (0.5 times voxel size) in negative and positive x, y, and
z direction and the average of the total counts in the VOIs were calculated. This
procedure was done to minimize biases introduced by the initial positioning of the
VOI by hand as well as by residual mis-registration of SPECT and CT images.
We calculate the absolute activity concentration for a given object size j using the
following formula:

ĉA (j) =
R̂ (j) /VV OI
SV ol CE (j, i′)

, (5.13)

with i′ being the specific imaging parameter set used (4.8 mm pixel, 32 OSEM
updates, LEHR collimation).
The absolute activity concentrations ĉA for all 6 spheres are calculated by applying
Equation (5.13) using recovery coefficients between 0.291 and 0.801 for the smallest
and the largest sphere, respectively. Starting with measurement errors of 5% for
the well counter and 0.6% for the pipette, we propagate the errors and estimate
measurement errors for each of the variables in Equation (5.13) and ultimately for
ĉA. The propagated error for the estimated activity concentration is:

∆ĉ2
A =

(
∂ĉA

∂F̂V OI

)2

∆F̂ 2
V OI +

(
∂ĉA
∂VV OI

)2

∆V 2
V OI +

+

(
∂ĉA
∂SV ol

)2

∆S2
V ol +

(
∂ĉA
∂CE

)2

∆C2
E

=

(
1

TD VV OI SV ol CE

)2

∆F̂ 2
V OI +

(
− F̂V OI
TD V 2

V OI SV ol CE

)2

∆V 2
V OI +

+

(
− F̂V OI
TD VV OI S2

V ol CE

)2

∆S2
V ol +

(
− F̂V OI
TD VV OI SV ol C2

E

)2

∆C2
E (5.14)

The results for the phantom experiment are summarized in Table 5.2 showing the
true and the calculated activity concentrations, the applied volume sensitivity and
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Figure 5.10: Reconstructed image of the sphere phantom fused with the CT image
(LEHR collimation, 4.8 mm voxel, 32 OSEM updates). Circular volumes of interest
were drawn manually using the CT boundaries as reference.
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True Sphere
Volume

VV OI CE
ĉA δcA(%) ∆δcA/δcA(%)

(ml)
(ml) (kBq/ml)

16 15.97 (0.1%) 0.8 (0.1%) 708.3 (6.5%) -2.8 8.0

8 8.02 (0.1%) 0.74 (0.1%) 749.4 (6.5%) +2.8 8.5

4 3.94 (0.6%) 0.71 (0.2%) 684.0 (6.6%) -6.2 7.7

2 2.08 (1.0%) 0.61 (0.6%) 685.3 (6.8%) -6.0 7.9

1 0.98 (0.8%) 0.42 (0.8%) 679.7 (6.7%) -6.8 7.8

0.5 0.52 (1.6%) 0.29 (1.4%) 708.8 (7.1%) -2.8 8.4

Table 5.2: Quantitative results for the phantom experiment.

recovery coefficients, and the VOI volumes. Propagated relative standard errors
(RSE) are given in brackets. The relative difference between true and calculated
activity concentration δcA is determined by:

δcA =
ĉA − cA
cA

(5.15)

and the corresponding error is:

∆δ2
cA

=

(
1

cA

)2

∆ĉ2
A +

(
− ĉA
c2
A

)2

∆c2
A (5.16)

The average difference between true and calculated activity concentration for the
phantom experiment is -3.6% with an average RSE of 8.0%. Assuming a Gaussian
behavior this would result in a 95% confidence interval for the quantitative accuracy
between -19.4% and +12.2%.
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5.2 Quantitative Accuracy of In-vivo 3D SPECT

5.2.1 Patient Studies

After the validation with phantom experiments, we test the developed calibration
method in-vivo in patient studies.
Permission to perform studies in patients was granted by the Ethical Committee of the
University of Erlangen-Nuremberg. Image data-sets from 16 patients were acquired
undergoing Tc-99m-diphosponate (DPD) bone examinations of the pelvis for clinical
reasons. A bone SPECT/CT imaging protocol according to Table 2.2 was used.
Injected dose was between 7-10 MBq/kg body weight Tc-99m-DPD. SPECT/CT
acquisitions were performed 3-4 hours after intravenous injection. The acquisition
protocol employed LEHR collimation, a matrix size of 128×128, 4.8 mm pixels and
a total of 120 projections, each with a dwell time of 15 seconds, over 360◦. The total
number of counts was between 2.9 and 8.5 million for the 16 patients examined. A
low-dose CT with 130 kV, 30 mAs using adaptive dose modulation (CARE Dose 4D,
Siemens Healthcare) was performed subsequently to the SPECT acquisition. The CT
reconstruction used a smooth and a medium kernel (B08s, B40s, Siemens Healthcare)
with 5 mm and 1 mm reconstruction increments, respectively.
After creation of the CT derived attenuation map the SPECT data of the 16 patients
was reconstructed using OSEM-3D with scatter and CT based attenuation correction
using 4 subsets and 8 iterations. No post-smoothing was applied to the reconstructed
images.
The patients’ urine was collected after the examination and measured in a well counter
(see Figure 5.11 bottom). For this, three test-tubes were filled independently with
a pipette (1 ml each) and the average, decay corrected activity concentration values
served as gold standard cA.
Volumes of interest were drawn in the reconstructed image by manually adjusting the
threshold of an isocontour such that the VOI boundaries coincided with the bladder
boundaries of the fused CT image. The values for the threshold resulted in between
20% and 25% of the maximum voxel value of the respective VOI. Similar values were
reported by Shcherbinin et al. [88] to most accurately represent the true volume
of a given object. The VOI volumes varied between 40.7 ml and 482.0 ml. Figure
5.11 top shows fused images of two representative patients and the respective VOIs.
Absolute activity concentrations ĉA were calculated according to Equation 5.13 using
the emission recovery coefficient CE at the particular operation point (volume and
imaging parameters).
Since one cannot assume a constant activity concentration in the bladder during the
acquisition and until the time of urine collection, the concentration change rate was
estimated by measuring the mean count density in the bladder in the first and last
2D frame of the projection data set. The difference in the angular position of the
two frames was 3◦. Isocontours with a 50% threshold were drawn in both frames and
the decay corrected count density was calculated in the regions of interest. Using
the difference in the count density of the two frames, a linear curve was extrapolated
beyond the end point of the acquisition till the time of urine collection.
The mean activity concentration change rate of the urine during the acquisition was
0.5% per minute. The average time from the end of the acquisition till the urine
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collection was 8.8 minutes resulting in a correction factor for the reconstructed counts
of 4.3%.
Table 5.3 summarizes the results from the patient experiments. The mean deviation
of the calculated activity concentrations from the gold standard values is +1.1% with
an average RSE of 8.4%. The lower and upper boundaries of a 95% confidence interval
are -15.4% and +17.5%. The target volumes and activity concentrations are between
40.7 ml and 482.0 ml and 13.6 kBq/ml and 284.1 kBq/ml. Mean quantification
accuracy within 10% could be achieved in 13 out of 16 patients.

Figure 5.11: Reconstructed images of two representative patients fused with the CT
images (LEHR collimation, 4.8 mm voxel, 32 OSEM updates). Volumes of interest
are drawn by setting the threshold of an isocontour to coincide as close as possible
with the CT boundaries.
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Urine activity
Patient

VV OI concentration
ĉA δcA (%) ∆δcA/δcA(ml)

cA (kBq/ml)
(kBq/ml)

1 380.4 24.5 24.6 0.4% 8.3%

2 479.4 30.6 32.0 4.7% 8.4%

3 244.6 45.0 45.8 1.8% 8.2%

4 40.7 144.3 168.7 16.9% 12.4%

5 166.4 46.5 43.1 -7.4% 7.3%

6 309.1 13.6 13.8 1.4% 8.0%

7 114.4 27.3 25.4 -6.8% 7.3%

8 128.0 41.7 48.6 16.6% 8.8%

9 204.3 73.5 68.0 -7.5% 8.0%

10 273.0 17.5 20.0 14.3% 10.3%

11 157.2 16.7 16.9 1.0% 8.5%

12 53.0 284.1 272.9 -3.9% 9.0%

13 482.0 34.6 32.9 -4.9% 7.3%

14 420.1 94.2 86.8 -7.8% 7.1%

15 282.8 75.1 77.5 3.1% 8.1%

16 246.8 138.4 131.3 -5.2% 7.4%

Min 40.7 13.6 13.8 -7.8% 7.1%

Max 482.0 284.1 272.9 16.9% 12.4%

Average 248.9 69.2 69.3 1.1% 8.4%

Table 5.3: Quantitative accuracy and accumulated errors for the patient experiments
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5.2.2 Summary - 3D Quantitative SPECT

Using the developed calibration method, the average quantitative accuracy is within
3.6% in phantoms with different sized spheres when using Tc-99m. These results
reproduce the accuracy reported by Vandervoort et al. [84], Willowson et al. [86],
and Shcherbinin et al. [88] (compare Section 2.4). We show, in addition, that this
accuracy can be achieved independently of target volume when the appropriate cor-
rection factors are used. It turns out that these correction factors not only depend
on object size but also on position and, more importantly, on the number of OSEM
updates. Little comment was made on this non-stationary behavior in previous work,
although we believe that this represents a major challenge for quantification using
OSEM.
We estimated the precision of our experiments by taking errors into account which are
unavoidable and caused by processes like activity and volume measurement, drawing
of VOIs, and also by image statistics. Considering the various sources of error we
obtain an average accumulated error of 8.0% in our phantom experiment resulting
in a 95% confidence interval between -19.4% and +12.2%. This confidence interval
outlines realistic uncertainty boundaries when operating in a clinical setup.
In-vivo results show an average accuracy within 1.1% with an average precision of
8.4%, similar to the phantom experiment. The accuracy in patient studies ranges
from -7.8% to +16.9% resulting in a standard deviation of 8.5% compared to 3.6%
in the phantom experiment. We relate the larger variation in the patient study to
procedures and assumptions during our calibration method:

1. We assumed a linear extrapolation with a slope derived from projection data to
account for metabolic function. This linear extrapolation of activity concentration
change rates is an assumption and might not represent the truth in all the cases.
In general, one should assume that the activity change rate of the urine is highly
varying from patient to patient and justifies a validation in its own right. We
chose the simplest approach of linear extrapolation. Due to the rather short time
between acquisition and urine collection the correction factor that was applied
to the reconstructed counts was on average 4.3%. One could argue that this is
a minor change and still in the range of our uncertainties of 8%. Not applying
this correction would result in a different bias and shift the confidence interval by
4.3%.

2. The VOIs in the SPECT images were determined by drawing an isocontour which
best represented the object boundaries in the fused CT image. This is not a trivial
task especially if other high uptake regions are close to the target.

3. The method used to simulate the imaging system only takes the primary photons
of 140 keV into account, neglecting septal penetration and assuming perfect scat-
ter rejection. Object and collimator scatter is present in the acquired data and
corrected using TEW-based scatter estimates included in the iterative reconstruc-
tion. The TEW method for scatter correction is easy to implement and proved
to give accurate scatter estimates in phantoms [55, 54]. Narita et al. [54] showed
that this method introduces an overall bias of 4% for absolute quantification. We
should point out that we indirectly accounted for biases caused by the scatter
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correction technique, since scatter correction is applied both in the cross calibra-
tion step as well as the actual measurements. Note, however, that the imaging
setup was slightly different and the scatter response is different in patients than
in phantoms.

Despite various inconsistencies, the developed calibration procedure shows encour-
aging results for the accuracy of absolute quantification in SPECT when using Tc-99m
in combination with OSEM-3D reconstruction in phantoms and also in patients. Our
results for the propagated measurement errors show that the real challenge for quan-
titative SPECT in a clinical setup is to improve the precision, that is, to reduce the
error bars. The lower bound of the precision is given by the measurement tools avail-
able at the clinical site and may rarely be below 5%.
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5.3 Quantitative Accuracy of dynamic SPECT

We presented a calibration technique for quantitative SPECT which delivered good
accuracy in 3D static SPECT imaging. We proceed with applying the method to
dynamic SPECT imaging. We investigate the accuracy of time-activity measurements
when slow-rotating dual-headed gamma camera systems in combination with co-
registered CT images and OSEM-3D with scatter and attenuation correction are used.
The goal is to demonstrate the potential and the limitations of a clinical dual-headed
SPECT/CT system for quantitative tomographic imaging of dynamic processes using
multiple time-contiguous 3D acquisitions with 3D iterative reconstruction.
We first use simulations of a SPECT/CT system to estimate absolute quantification
errors in time-activity measurements. We systematically assess dependencies of these
errors on signal to noise ratio and sampling frequencies using a MAG-3 renal time-
activity profile.
In addition, a physical phantom is developed to measure dynamic processes on a
clinical SPECT/CT system. We set a baseline for dual-headed SPECT systems
by evaluating different activity change rates in the phantom and varying sampling
frequencies of the imaging system.

5.3.1 Dynamic SPECT simulations

Simulations are used to estimate the emission recovery coefficients for various imag-
ing parameter settings of time-contiguous SPECT acquisitions. We use the quasi-
analytical method which we described earlier (Section 5.1.1) and employ LEHR col-
limation. As before, a µ-map is used for attenuation correction and perfect scatter
rejection of 140keV (Tc-99m) photons is assumed.
Projections of a phantom with six spheres of varying diameters between 9.9 and 31.2
mm (Jaszczak Deluxe, Data Spectrum, Hillsborough, NC, USA) are generated. The
activity concentration in the spheres changes over time according to a three-phase
renal time-activity function with peak activity after four minutes. Figure 5.12 shows
the image model of the sphere phantom (left) and the time-activity profile with the
three renal phases (right). The phases model the perfusion phase (I), secretion phase
(II), and excretion phase (III) [98]. The simulated SPECT acquisition uses 60 views
in a 180◦ rotation of two detectors (total angular range: 360◦, total number of views:
120). Signal to noise ratio and SPECT rotation times are varied between 8×103

and 128×103 total peak counts and 7.5 seconds to 120 seconds per 180◦ rotation,
respectively. Five independent realizations are generated for each parameter setting.
OSEM-3D with attenuation correction is used for reconstruction of the images.
Figure 5.13 shows examples of reconstructed images from simulations using the time-
activity profile in Figure 5.12. In this example a maximum activity concentration
of 3 kBq/ml at the peak of the time activity curve is used. We use a background
activity concentration of 10% of the peak value in the target object.
Figure 5.14 left shows the mean emission recovery coefficients for the different object
sizes in the simulated phantom and different sampling frequencies. 16 iterations and
2 subsets were used for reconstruction without post-smoothing. Values are averaged
over all time-contiguous acquisitions in a particular time-activity measurement. Fig-
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Figure 5.12: Image model (left) and time-activity profile (right) used for simulation
of renal clearance. Three phases are modeled: Perfusion phase (I), secretion phase
(II), and excretion phase (III).

ure 5.14 right gives the corresponding standard errors.
Results from simulations indicate robust behavior of the emission recovery for the
six tested object sizes against changes in sampling frequencies and noise levels. The
standard error of the recovery coefficients decreases with larger object size and is
below 5% for objects whose volume exceeds 4 ml. Note that for image evaluation the
object boundaries need to be known precisely to draw correct regions of interest. We
notice from the images in Figure 5.13 that it is a challenging task to draw correct
object boundaries based on nuclear images only, especially for small objects and low
count levels. In practice, this postulates co-registered SPECT/CT images.
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Figure 5.13: Example reconstructed images of the simulated sphere phantom. Every
second time frame is shown. Peak total counts per time frame are 64×103.

Figure 5.14: Left: Simulation results for the mean emission recovery coefficients
for different object sizes and sampling frequencies. Right: Corresponding standard
errors of the mean emission recovery coefficients. 32 OSEM updates were used for
reconstruction.
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5.3.2 Dynamic Phantom Experiments

In addition to simulations, a physical phantom is developed which allows the as-
sessment of dynamic processes with a clinical SPECT/CT system. The phantom
consists of a cylindrical chamber (45.5 ml) with input and output tubing, connected
to a programmable peristaltic pump (Cavro Scientific Instruments, Sunnyvale, CA,
USA). The diameter of the tubing is 1.6 mm and the maximum rotational speed of
the pump is 7.25 revolutions per second (RPS) resulting in a maximum flow rate of
1.5ml/s. The chamber is placed in a large water cylinder for imaging. Two reservoirs
containing an activity dilution of Tc-99m for wash-in and fresh water for wash-out,
respectively, are prepared. Figure 5.15 shows the setup of the pump and the cylin-
drical chamber with input and output tubing (left) and the imaging setup in the
SPECT/CT system (right).
We acquire dynamic image sequences by performing time-contiguous SPECT acqui-

Figure 5.15: Left: Physical phantom for modeling dynamic processes. A cylindrical
compartment is connected to a programmable peristaltic pump. Right: Setup of the
dynamic phantom in the dual headed SPECT/CT imaging system.

sitions using a dual-headed SPECT/CT system (Symbia-T2, Siemens Healthcare).
A full SPECT 360◦ data set is obtained by rotating the dual-headed system by 180◦.
Due to a finite gantry rotation range, the rotational direction of the gantry is al-
ternated after each 180◦ acquisition. The maximum imaging speed of the system
in continuous mode is 18◦/s which results in a minimum total imaging time of 10
seconds for a full SPECT projection data set (180◦ rotation). Additional time in
between the contiguous acquisitions is spent for acceleration and deceleration. The
amount of this imaging dead time varies between 1 second and 5.7 seconds depending
on the final imaging speed.
For the dynamic phantom experiments, we vary the imaging time between 10 seconds
and 60 seconds for a single SPECT image. The flow rate of the pump is varied be-
tween 0.2 ml/s and 1.5 ml/s. The time activity curve peaks once the entire chamber
volume is replaced by the input activity dilution. For a flow rate of 0.2 ml/s, this
peak activity is obtained after 240 seconds, which is typical for a renal time activity
function [98]. In addition to a renal TAC, we test dynamic processes with peak times
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TP of 120, 60, and 30 seconds.
The surrounding water cylinder of the phantom is filled with Tc-99m such that the
peak activity to background ratio is 10:1.
For attenuation correction, a CT acquisition of the phantom is performed using
130kV, 30 mAs x-rays, and a smooth reconstruction kernel (B08s, Siemens Health-
care, Germany) with a 3 mm reconstruction increment. Images are reconstructed
with OSEM-3D with corrections for scatter (TEW) and attenuation. We use 16 it-
erations and 2 subsets without post-smoothing. Figure 5.16 shows a reconstructed
image of the phantom at peak time fused with the co-registered CT image.
Quantitative evaluation is done by first drawing a VOI in the reconstructed image
using the boundaries of the registered CT image. The absolute activity concentration
ĉA is then calculated by using Equation (5.13).
Figures 5.17 to 5.20 show the results of the phantom experiments for the four dif-

Figure 5.16: Reconstructed image of the phantom fused with the co-registered CT
image.

ferent TACs with peak times TP of 240 seconds (Figure 5.17), 120 seconds (Figure
5.18), 60 seconds (Figure 5.19), and 30 seconds (Figure 5.20). For each TAC the true
and calculated activity concentration for rotation times of 10, 15, 30, and 60 seconds
are shown. Error bars indicate the accumulated uncertainties due to measurement
instrumentation such as well counter and pipette. Errors are propagated through
all calibration steps (Equation (5.11) and (5.14)). The gaps between the columns
indicate acceleration and deceleration times of the imaging system in which no image
data is taken. These times increase with detector rotation speed.

We observe that the individual SPECT images (the columns in Figures 5.17 to
5.20) represent the true activity concentration accurately at the discrete point in time
where they were taken. This is true for all time-activity profiles and sampling fre-
quencies. Table 5.4 provides the detailed results including the mean accuracy δcA for
each imaging setup (averaged over all time-contiguous volumes in a TAC measure-
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Figure 5.17: True and calculated activity concentration for a TAC with a TP = 240s
imaged with sampling frequencies of 60, 30, 15, and 10 seconds per rotation.

ment) and the mean RSE ∆δcA/δcA due to measurement instrumentation. The mean
accuracy is within 0.4% (TP = 240s) and 8.8% (TP = 30s). The average accumulated
uncertainties due to measurement instrumentation are between 6.1% and 8.2%.
Table 5.4 also shows the estimation errors of the area under the time activity curve
(AUC) and the accuracy to which the peak time and the time of 50% washout (T1/2)
are estimated. These parameters are typically used for diagnostic interpretation of
TACs e.g. for renal function [98].
The area under the time-activity curve is estimated within an accuracy of 8.2% for
processes with peak times of 240, 120, and 60 seconds and within 13.1% for the fastest
process tested (TP = 30s).
For slow processes (TP : 240s, 120s), the peak time and T1/2 are estimated within an
accuracy of 10% for all different sampling frequencies with improved accuracy when
denser time sampling is used (10 and 15 seconds per image). For faster processes,
these parameters cannot be estimated accurately when using imaging times of 30 and
60 seconds per volume. This is confirmed by Figures 5.19 and 5.20. For TP = 30s and
an imaging time of 60 seconds, the shape of the TAC cannot be reproduced. Figure
5.20 also visualizes the increased impact of the detector dead time due to acceleration
and deceleration on fast time-activity processes.
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Mean AUC Peak Time T1/2TAC Peak Rotation Mean δcA ∆δcA/δcA Estimation Estimation EstimationTime (s) Time (s) (%)
(%) Error (%) Error (%) Error (%)

10s 6.0% 7.2% 7.7% 3.0% 1.7%
15s 2.7% 7.3% 8.2% 1.7% 2.1%240s
30s 0.8% 7.2% 4.3% 2.2% 4.8%
60s 0.4% 6.6% 5.6% 1.9% 3.6%

10s 6.2% 6.6% 6.1% 2.9% 3.1%
15s 2.8% 7.2% 3.4% 2.6% 3.0%120s
30s 3.1% 7.1% 3.7% 4.5% 3.6%
60s 1.1% 6.4% 4.4% 9.9% 5.9%

10s 5.9% 6.9% 6.7% 1.4% 6.0%
15s 8.9% 7.7% 7.7% 7.9% 13.0%60s
30s 1.8% 6.1% 2.7% 10.0% 11.9%
60s 2.8% 7.0% 3.4% 30.0% 25.8%

10s 8.8% 7.8% 5.2% 5.7% 3.7%
15s 8.4% 7.6% 6.3% 24.3% 10.4%30s
30s 6.4% 8.2% 13.1% 31.4% 76.2%
60s 6.6% 6.6% 11.7% 14.3% 80.9%

Table 5.4: Quantitative accuracy and estimation errors of time activity parameters
for dynamic phantom experiments.
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Figure 5.18: True and calculated activity concentration for a TAC with TP = 120s
imaged with sampling frequencies of 60, 30, 15, and 10 seconds per rotation.

Figure 5.19: True and calculated activity concentration for a TAC with a TP = 60s
imaged with sampling frequencies of 60, 30, 15, and 10 seconds per rotation.
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Figure 5.20: True and calculated activity concentration for a TAC with a TP = 30s
imaged with sampling frequencies of 60, 30, 15, and 10 seconds per rotation.
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5.3.3 Summary - Dynamic SPECT

We used time-contiguous SPECT acquisitions with a dual-headed gamma camera sys-
tem to measure absolute activity concentrations of dynamic processes. We employed
the calibration technique for quantitative SPECT which we originally developed for
static 3D images. We showed in dynamic SPECT simulations that the recovery co-
efficients, which are used for calibration, are robust against signal to noise levels and
sampling frequencies of the imaging system and therefor can be applied directly with-
out further calibration.
We developed a physical phantom which provides flow rates for TACs with peak times
down to 30 seconds. Various time-activity profiles and imaging speeds were tested
and images were reconstructed using OSEM-3D. We could show that the quantitative
accuracy of time-contiguous SPECT images of this phantom is within the same range
as the accuracy for static SPECT images. This is true for TACs with peak times be-
tween 30 and 240 seconds. Time activity parameters such as peak time and the time
of 50% wash-out can be estimated within 6% for a renal time-activity function using
imaging speeds between 10 and 60 seconds per rotation and for profiles with TP of
120, 60, and 30 seconds when the fastest possible gantry speed is used. From the
present results we can conclude that the limiting factor for a reliable estimation of
time-activity parameters is not the signal to noise ratio or the calibration method but
rather the time sampling capabilities of the imaging device. It appears that accurate
results are possible with sampling frequencies fSampling > 2fTAC . With a minimum
time of 10 seconds for a full SPECT data set and 5.7 seconds imaging dead time per
volume, this would imply that processes with TP > 26s can be accurately measured
with current dual-headed SPECT systems.
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Chapter 6

Summary and Outlook

The goal of this thesis has been to optimize clinical Single Photon Emission Com-
puted Tomography imaging for selected multi-modal static and dynamic applications.
In the introductory Chapter 2 we in-depth discussed the characteristics of the SPECT
image formation including the principles of imaging instrumentation, projection data
generation and image reconstruction. In addition, we provided an overview of current
clinical nuclear medicine applications and procedures. We discussed recent develop-
ments in the field of quantitative and dynamic SPECT and identified failures of these
prior work that impede their use in routine clinical practice. In particular, the non-
stationary behavior of the routinely used OSEM reconstruction in terms of emission
recovery has not been studied extensively prior to this work. In addition, realistic
measuring conditions in clinical environments have not been taken into account for
quantitative procedures.
The first part of this thesis was focused on the optimization of clinical routine imag-
ing protocols specific for the cardiac application. In Chapter 3 we developed tools
for efficient data manipulation and objective image quality assessment of static and
gated cardiac images. Image analysis tools were based on the known geometries of
well established cardiac phantoms which are typically used for image quality testing
in nuclear cardiology. In the case of the static phantom, we used the known geom-
etry to generate an emission function of the myocardial wall by proper sampling of
the cardiac chamber via profiles similar to previous work done for clinical diagnostic
tools. The emission function served as basis for the generation of property maps and
global quantitative metrics which were considered important for a SPECT system’s
image quality assessment. Validation of the developed tools using measured data
demonstrated their practicability for the assessment of the image formation chain in-
cluding quality control problems, attenuation effects, imaging instrumentation, and
acquisition and reconstruction protocols. This allows the use in a wide range of pur-
poses not only for SPECT but also for Positron Emission Tomography (PET).
In Chapter 4 we developed a time optimized cardiac acquisition protocol, using
OSEM-3D, where the acquisition time could be reduced to 53% of conventional FBP-
driven acquisition protocols. We assessed image quality and lesion detection ability
by employing the developed phantom analysis tools and performing human observer
studies. We found that the detection ability is not impacted when using 6◦ angular
steps and OSEM-3D reconstruction. We tested the rapid acquisition protocol with a
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database of static phantoms as well as with the dynamic phantom using a variety of
gated phantom and imaging setups. An exemplary retrospective and a prospective
study conducted at the Iowa Heart Institute delivered good correlations between the
conventional and the new protocol.

In the second part of this thesis, we focused on the optimization of the image
interpretation. Current routine clinical diagnosis is based on image intensities which
do not represent the true absolute activity concentration of the target region due to
processes inherent to current SPECT image formation.
We developed a calibration method for quantitative SPECT which can be used with
current clinical imaging systems. One essential component of this calibration method
is the consideration of the non-stationarity of clinically used iterative reconstruction.
We derived emission recovery coefficients which depend on object size and position
and more importantly on the number of OSEM updates. This non-stationary be-
havior was little mentioned in previous work but, in our opinion, presents a major
challenge for quantitative SPECT when using current imaging systems in combina-
tion with OSEM. By using proper corrections for non-stationary behavior we obtained
accurate quantitative results both in phantoms as well as in-vivo in patients. During
our experiments we stressed the topic of imprecision of the obtained results. We es-
timated the accumulated errors which originate from measurement instrumentation
and procedures throughout the course of calibration. We obtained an accumulated
imprecision which is in the range of our accuracy yielding a 95% confidence interval
with an expansion of 31%. In our study the dominant factor in the accumulated un-
certainties due to measurement instrumentation is the well counter (5%). Using high
precision measurement tools the overall uncertainties could be minimized. Still, in
a clinical setup, using standard measurement tools, the presented uncertainty values
are realistic.
In the final part of this thesis, we employ the developed calibration method for quan-
titative SPECT to dynamic imaging using time-contiguous acquisitions and 3D iter-
ative reconstruction. We verified with simulations that the recovery coefficients, used
for the calibration, are robust against signal to noise ratio and sampling frequency
of the imaging system. We developed a physical dynamic phantom and established
a baseline for the quantitative accuracy of dual-headed slow rotating SPECT/CT
systems. The overall findings were that the limiting factor for accurate estimation of
dynamic parameters is the sampling frequency of the imaging system. For a state-of-
the-art dual-headed SPECT systems accurate results could be obtained for dynamic
processes with peak times of 30 seconds. The imprecision of the obtained results is
in the same range as for static images.

The long term goal in quantitative SPECT is to minimize the error bars and to
increase the confidence in the obtained accuracy. New acquisition and processing
techniques, e.g. simultaneous multi-modal acquisition and reconstruction, can help
in the future to increase the image information relevant for quantification and to
improve the precision.
Accurate quantification of other clinically important isotopes, e.g. for image based
dosimetry in radiotherapy, like In-111 or I-131, may need additional correction fac-
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tors in the reconstruction and calibration methods [91, 79]. Our method employs
recovery coefficients derived from hot spherical objects which do not move. In order
to use the method for other specific applications such as e.g. cardiac imaging, re-
covery coefficients specific for the shapes and positions of the target organ and more
sophisticated partial volume corrections (see e.g. Da Silva et al., [82]) ought to be
used. For moving objects e.g. the heart or lung tumors, motion correction methods
need to be used to obtain the accuracy presented in this work.
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Appendix A

Emission Recovery Look-up Tables

Object 4 updates 8 updates 16 updates 32 updates 64 updates 128 updates
Volume (ml) a b a b a b a b a b a b

2482.7 0.842 0.820 0.961 0.938 0.983 0.959 0.994 0.970 1.001 0.976 1.004 0.980

1563.5 0.802 0.778 0.937 0.911 0.969 0.942 0.985 0.958 0.993 0.966 0.998 0.971

904.8 0.776 0.740 0.927 0.888 0.967 0.927 0.987 0.947 0.997 0.957 1.003 0.962

463.2 0.731 0.692 0.903 0.860 0.954 0.910 0.979 0.934 0.992 0.946 0.999 0.953

229.8 0.721 0.676 0.896 0.845 0.934 0.881 0.966 0.913 0.983 0.929 0.991 0.937

128.0 0.669 0.617 0.876 0.814 0.942 0.896 0.968 0.921 0.984 0.936 0.993 0.945

64.0 0.641 0.602 0.851 0.800 0.924 0.868 0.958 0.900 0.976 0.917 0.988 0.928

32.0 0.551 0.510 0.795 0.736 0.896 0.829 0.939 0.869 0.963 0.890 0.977 0.904

16.0 0.500 0.454 0.734 0.666 0.848 0.769 0.898 0.815 0.924 0.838 0.940 0.853

8.0 0.402 0.356 0.627 0.556 0.790 0.700 0.867 0.769 0.901 0.799 0.923 0.818

4.0 0.334 0.288 0.543 0.468 0.759 0.654 0.880 0.758 0.931 0.802 0.958 0.825

2.0 0.263 0.219 0.415 0.346 0.617 0.514 0.810 0.674 0.897 0.746 0.931 0.775

1.0 0.217 0.172 0.310 0.247 0.457 0.364 0.666 0.530 0.819 0.652 0.896 0.713

0.5 0.186 0.142 0.236 0.180 0.314 0.240 0.485 0.369 0.637 0.486 0.797 0.608

Table A.1: Recovery coefficients for LEHR collimation, 2.4 mm voxel size, 10% back-
ground, 2 million counts; a: values with spill-over corrections, b: values without
spill-over correction.
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Object 4 updates 8 updates 16 updates 32 updates 64 updates 128 updates
Volume (ml) a b a b a b a b a b a b

2482.7 0.862 0.823 0.980 0.937 1.003 0.959 1.014 0.970 1.029 0.985 1.032 0.988

1563.5 0.820 0.775 0.958 0.908 0.990 0.938 1.006 0.953 1.014 0.961 1.018 0.965

904.8 0.797 0.738 0.953 0.885 0.994 0.924 1.014 0.943 1.023 0.952 1.028 0.957

463.2 0.754 0.688 0.933 0.856 0.985 0.905 1.010 0.928 1.023 0.940 1.029 0.946

229.8 0.756 0.676 0.940 0.845 0.972 0.874 1.005 0.905 1.022 0.920 1.031 0.928

128.0 0.705 0.617 0.924 0.814 0.988 0.889 1.014 0.913 1.029 0.926 1.036 0.933

64.0 0.673 0.591 0.896 0.787 0.974 0.856 1.009 0.887 1.028 0.903 1.038 0.912

32.0 0.588 0.501 0.849 0.724 0.961 0.819 1.007 0.858 1.031 0.879 1.045 0.891

16.0 0.537 0.442 0.786 0.646 0.911 0.749 0.965 0.794 0.991 0.815 1.007 0.827

8.0 0.437 0.343 0.679 0.532 0.865 0.678 0.953 0.746 0.986 0.773 1.006 0.788

4.0 0.367 0.275 0.589 0.441 0.824 0.617 0.967 0.724 1.021 0.764 1.043 0.780

2.0 0.301 0.211 0.459 0.321 0.671 0.469 0.856 0.599 0.938 0.656 0.966 0.675

1.0 0.251 0.167 0.349 0.232 0.501 0.333 0.704 0.468 0.854 0.568 0.935 0.621

0.5 0.219 0.137 0.264 0.165 0.340 0.213 0.467 0.291 0.587 0.367 0.673 0.420

Table A.2: Recovery coefficients for LEHR collimation, 4.8 mm voxel size, 10% back-
ground, 2 million counts; a: values with spill-over corrections, b: values without
spill-over correction.

Object 4 updates 8 updates 16 updates 32 updates 64 updates 128 updates
Volume (ml) a b a b a b a b a b a b

2482.7 0.888 0.815 1.008 0.926 1.029 0.946 1.038 0.954 1.042 0.958 1.043 0.959

1563.5 0.852 0.767 0.992 0.895 1.023 0.923 1.036 0.936 1.042 0.940 1.043 0.942

904.8 0.831 0.728 0.991 0.872 1.032 0.908 1.050 0.924 1.057 0.930 1.059 0.932

463.2 0.792 0.675 0.978 0.837 1.030 0.883 1.052 0.903 1.061 0.910 1.064 0.913

229.8 0.798 0.652 0.982 0.807 1.024 0.842 1.053 0.866 1.064 0.875 1.068 0.878

128.0 0.745 0.592 0.976 0.781 1.043 0.852 1.065 0.870 1.075 0.878 1.079 0.881

64.0 0.721 0.560 0.957 0.744 1.036 0.806 1.067 0.830 1.080 0.840 1.085 0.844

32.0 0.635 0.471 0.908 0.673 1.028 0.763 1.069 0.793 1.083 0.804 1.088 0.807

16.0 0.577 0.400 0.830 0.576 0.965 0.669 1.020 0.707 1.039 0.720 1.047 0.726

8.0 0.469 0.309 0.700 0.461 0.887 0.585 0.979 0.645 1.006 0.663 1.016 0.669

4.0 0.382 0.236 0.570 0.352 0.767 0.473 0.897 0.554 0.945 0.584 0.963 0.595

2.0 0.302 0.174 0.415 0.240 0.554 0.320 0.693 0.401 0.765 0.442 0.793 0.458

1.0 0.249 0.138 0.306 0.170 0.369 0.205 0.447 0.248 0.496 0.276 0.513 0.285

0.5 0.221 0.120 0.241 0.131 0.268 0.146 0.311 0.169 0.344 0.187 0.362 0.197

Table A.3: Recovery coefficients for LEHR collimation, 9.6 mm voxel size, 10% back-
ground, 2 million counts; a: values with spill-over corrections, b: values without
spill-over correction.
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