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Abstract—In C-arm CT, electrocardiogram (ECG)-gating of
data from a single C-arm rotation provides only a few projections
per heart phase for image reconstruction. This view starvation
leads to prominent streak artifacts and a poor signal to noise
ratio. Motion compensation techniques allow for the use of all
acquired data for image reconstruction. Cardiac motion can be
estimated by deformable 3-D/3-D registration processed on initial
3-D images of different heart phases. The initial 3-D images
are computed from the few, ECG-gated data. In this paper,
the sensitivity of the 3-D/3-D registration step to the image
quality of the initial images is studied. Different reconstruction
algorithms are evaluated for a recently proposed cardiac C-arm
CT acquisition protocol. An iterative few-view reconstruction,
and a filtered backprojection method (FDK) with and without
a bilateral filter are investigated with respect to the final
motion compensated reconstruction quality. The algorithms were
tested on a phantom and on a porcine model using qualitative
and quantitative measures. The phantom projection data and
geometry is publicly available and can be downloaded from
conrad.stanford.edu/data/heart. The results show minor differ-
ences between the three motion compensated reconstructions. For
two heart phases a relative root mean square error (rRMSE) of
≈ 0.09 and 0.06 and an universal image quality index (UQI)
of ≈ 0.98 and 0.99 was achieved. The motion compensated
reconstructions that use all of the projection images show a clear
improvement compared to the initial reconstructions. Given the
relatively small differences in final image quality, the algorithm
of choice is likely to be the one with smallest computational
complexity.

I. INTRODUCTION

A. Purpose of this Work
Today, an angiographic C-arm CT system is standard in

interventional cardiology laboratories. By acquiring a set of
2-D high-resolution X-ray images from various directions a
3-D image can be computed. Due to the long acquisition
times of several seconds, 3-D imaging of moving objects
such as the heart is still an open problem. Commonly, an
electrocardiogram (ECG) signal is recorded synchronous with
the acquisition and a relative heart phase can be assigned
to each projection. In order to improve temporal resolution,
the reconstruction can be performed with the subset of the
projections that lie inside a certain ECG window centered at
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the favored heart phase [1]. However, the available number of
projections is insufficient for imaging of the heart chambers.
Streak artifacts hamper the use of the reconstructed volumes.
One possible solution is the use of all acquired projection data
in combination with compensation for the cardiac motion in
the reconstruction step. The cardiac motion can be estimated
by registration of initial 3-D volumes of each heart phase
to one reference heart phase. The goal of this paper is to
find a suitable reconstruction algorithm for the initial 3-D
volumes that can provide image quality sufficient for 3-D/3-D
registration.

B. State-of-the-Art
Motion estimation is already investigated in the area of

CT imaging. Cardiac motion is calculated by using 3-D/3-D
registration of initial images. The deformation of the heart
between heart phases is computed by various optimization
algorithms. The individual algorithms differ in the objective
function, constraints and optimization techniques [2],[3]. In
C-arm CT the reconstruction of initial images at different heart
phases with projection data acquired during one single C-arm
sweep is still an unsolved problem. The reconstruction quality
of the initial images is highly dependent on the choice of the
acquisition protocol. In recent studies, an image acquisition of
multiple-sweeps of the C-arm is used [1], [4]. The number of
gated projection images increases and few-view artifacts are
avoided. Techniques of 3-D/3-D registration can be applied
to estimate the cardiac motion. However, the longer imaging
time results in a higher contrast burden and radiation dose for
the patient. Therefore, a new protocol for cardiac C-arm CT
was presented [5]. It is a single sweep protocol with 10 - 15
s scan time. The quality of the reconstructed images is still
critical, even when using compressed sensing algorithms [6].
In this paper, we investigate whether initial images might be
generated from this protocol that are of sufficient quality for
cardiac motion estimation.

II. METHODS AND MATERIALS

A. Initial 3-D Image Generation
1) ECG Selection: The ECG-gating is performed by insert-

ing a weighting function with respect to the relative heart phase
into the standard FDK approach. The weighting function is
centered at a specific heart phase and has the shape of a cosine
or rectangular window [7]. Here, we use a strict rectangular
gating function of minimal width, i.e. only one view per heart
cycle is considered. A certain number H of volumes fh(x),
with h = 1, . . . , H at specific heart phases are reconstructed.
Every heart phase h corresponds to a relative heart phase of
[0%, . . . , 100%] between two successive R-peaks[1].
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2) 3-D Image Reconstruction:
a) ECG-gated Filtered Backprojection Volume Recon-

struction (FDK-VR): For this approach, the volumes are
reconstructed with a FDK reconstruction algorithm. The ECG-
gated FDK images are highly corrupted by noise and have
severe streak artifacts.

b) Filtered ECG-gated Filtered Backprojection Volume
Reconstruction (FFDK-VR): The FDK-VR volumes in para-
graph II-A2a are filtered by a 3-D bilateral filter [8] to reduce
the streak artifacts and eliminate noise. The edge-preserving
bilateral filter can be applied due to the high contrast inside
the heart chambers compared to the streak artifacts.

c) Few-view Volume Reconstruction (F-VR): Images are
reconstructed with an iterative few-view reconstruction al-
gorithm that considers the sparse sampling condition. Here,
the prior image constrained compressed sensing (PICCS) and
the improved total variation (iTV) algorithm are used [9],
[10]. The optimization is performed iteratively with a gradient
descent scheme and with the same parameters as described in
[6]. The resulting volumes have fewer streak artifacts, but are
smoother than a standard non-gated FDK reconstruction.

B. Motion Field Estimation via 3-D/3-D Registration
For cardiac motion estimation, one heart phase needs to

be selected as reference phase. The corresponding volume is
called reference volume and all other volumes are registered
to the reference volume. In this paper, a toolbox for nonrigid
registration of medical images called elastix is used for
the 3-D/3-D motion estimation [11]. Here, the deformable
registration is based on a uniform cubic B-spline. A multi-
resolution scheme of 4 levels is used with a sampling factor of
2 on each pyramid level. A number of c = 16 control points
in each dimension are used at the highest image resolution.
The negative normalized cross correlation (NCC) is used as
the objective function and is minimized with an adaptive
stochastic gradient descent optimizer. Empirical experiments
showed that 500 iterations on each pyramid level are sufficient
to result in a minimal objective function value. In order to
restrict the motion vector field to a certain region of interest
(ROI) where the heart motion is expected, a motion mask
delimits the motion. In this first implementation the mask
volume is generated manually by the user.

C. Motion Compensated Reconstruction
For final image reconstruction, motion is compensated using

Schäfer’s method [12]. The resulting volumes are denoted
by the type of ECG-gated volume reconstruction with the
subscript r (FDK-VRr, FFDK-VRr, F-VRr,).

III. EXPERIMENTS

A. Phantom Model
The presented 3-D/3-D registration approach has been ap-

plied to a ventricle data set comparable to the XCAT phantom
[13], [14]. It is assumed that all materials have the same
absorption behavior as water. The bloodpool density of the left
ventricle was set to 2.5 g/cm3, the density of the myocardial
wall to 1.5 g/cm3 and the blood in the aorta to 2.0 g/cm
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.
We simulated data using a clinical protocol with the same
parameters as for the porcine model presented in the following

Section III-B. Poisson distributed noise was added to the
simulated projections such that the noise characteristic of
the reconstructed image fits to that of the clinical data. The
phantom projection data and geometry is publicly available
and can be downloaded from conrad.stanford.edu/data/heart.

B. Porcine Model

The methods were also applied to an experimental data set
of a porcine model. Image acquisition was performed using an
Artis zee system (Siemens AG, Healthcare Sector, Forchheim,
Germany). The acquisition time was 14.5 s capturing 381 pro-
jection images with 30 f/s, and an angular increment of 0.52◦

during one C-arm sweep [5]. The isotropic pixel resolution
was 0.31 mm/pixel (0.19 mm in isocenter) and the detector
size 1240 × 960 pixel. The heart rate was synchronized with
the framerate of the imaging acquisition through external heart
pacing to 131 bpm. A total of 32 images per heart cycle
are acquired resulting in a number of reconstructed heart
phases H = 12. A volume of ∼ 150 ml contrast fluid was
administered intravenously at a speed of 10 ml/s beginning 5
s before the X-ray rotation was started. Image reconstruction
was performed on an image volume of (25.6 cm)3 distributed
on a 2563 voxel grid.

IV. RESULTS AND DISCUSSION

A. Complexity Analysis

The three approaches (Section II-A2) have different compu-
tational complexity. The most complex part for the FDK-VR
is the backprojection step with a complexity of O(N · n3),
with n the side length of the volume and N the number of
projections. The backprojection is performed on the GPU. The
FFDK-VR utilizes the FDK-VR and additionally performs a
filtering step. The used bilateral filter is implemented in a
straightforward manner on the GPU and has a complexity of
O(n3 ·r3), where r denotes the filter size (r = 5 in this paper).
Most parts of the PICCS+iTV algorithm are implemented on
the GPU, but the runtime of the iterative F-VR reconstruction
algorithm still exceeds the FDK-VR and FFDK-VR because it
consists of several forward/backprojection steps and a whole
optimization routine.

B. Quantitative Results: Phantom Data

For the dynamic phantom data the 3-D error and a quanti-
tative 3-D image metric can be evaluated. In order to measure
only the artifacts introduced by the heart motion, the non-gated
FDK reconstruction using all projections of the static heart
phantom of the same heart phase is used as gold standard. The
error as well as the image quality metric were evaluated inside
a mask around the ventricle. The relative root mean square
(rRMSE) was used to quantify the 3-D reconstruction error
[15]. As a 3-D image quality metric the universal image quality
index (UQI) was computed [15]. The UQI ranges from −1 to
1, with 1 as the best overlap between both reconstructions. The
results at two different relative heart phases (30%, 80%) are
given in Table I. All three motion compensated reconstructions
achieve comparable results, and the image quality improved
with respect to the initial images.
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Table I: The rRMSE and the UQI of the dynamic phantom
model for heart phases 30% and 80%. The best values are
marked in bold.

30% rRMSE UQI 80 % rRMSE UQI
FDK-VRr 0.09 0.98 FDK-VRr 0.06 0.99
FFDK-VRr 0.09 0.98 FFDK-VRr 0.06 0.99
F-VRr 0.08 0.98 F-VRr 0.06 0.99
FDK-VR 0.15 0.95 FDK-VR 0.12 0.96
FFDK-VR 0.12 0.97 FFDK-VR 0.08 0.98
F-VR 0.11 0.97 F-VR 0.08 0.98
Non-gated FDK 0.15 0.96 Non-gated FDK 0.08 0.97

C. Visual Inspection
The results of the phantom data are presented in Figure

1. The ground truth at a heart phase of 80% is illustrated
in Figure 1a. The non-gated FDK reconstruction has motion
blur around the left ventricle and the myocardial wall is
hardly visible (Fig. 1b). In Figure 1c, the FDK-VR depicts the
myocardial wall, but is severely degraded by noise and streak
artifacts. The FFDK-VR and F-VR have less streak artifacts
and a lower noise level, but have a smoother image impression
(Fig. 1e and 1g). All three motion compensated reconstructions
show comparable and good delineation of the left ventricle
(Fig. 1d, 1f and 1h). The results of the porcine data in Figure 2
illustrate that the non-gated FDK reconstruction averages over
all heart phases, as highlighted by the doubled catheter and
blurred endocardium edges (Fig.2a). The FDK-VR displays
the sharp contours of the endocardium, however prominent
streak artifacts are apparent (Fig.2c). A better result is pro-
vided by the FFDK-VR and F-VR reconstruction (Fig. 2e, 2g).
However, both exhibit blurred streak artifacts and are severely
smoothed. The motion compensated reconstructions yield the
best results (Fig. 2d, 2f and 2h).

D. Edge Response Profiles
The edge response functions of the different volumes are

illustrated in Figure 3. The edge response profile is computed
as mean edge profile of the lines indicated in Figure 2. It
can be seen that the non-gated FDK reconstruction blurs the
edge between the endocardium and the epicardium. The three
registration approaches achieve a reasonably good edge profile.

V. CONCLUSION

We have presented cardiac motion estimation from initial
3-D volume data sets with a deformable B-spline registration.
Using motion compensation, the reconstructed image quality
is improved compared to the initial image reconstructions.
Despite the noise and streak artifacts of the initial images,
estimation of a useful motion field is possible. For this image
acquisition, non of the presented approaches to enhance the
image quality is necessary. This enormously reduces the com-
putational complexity of the framework for dynamic cardiac
reconstructions with a C-arm CT system.

Disclaimer: The concepts and information presented in this paper are based
on research and are not commercially available.
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