Structure Tensor

As explained in the lecture
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Similar to covariance matrix

Variations of derivatives in a neighborhood
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Similar to covariance matrix

Variations of derivatives in a neighborhood

ﬂat area: A1 = Ao = 0.
e straight edge: A1 > Ao = 0.
o corner: Ay > Ay > 0.
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How to compute the structure tensor
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« Computation of [z and [
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Rule of thumb:
( Always prefer the computation of derivatives in continuous

space to differentiation in discrete domain.
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How to compute the structure tensor
In practice

 Computation of f; and [,

Rule of thumb:
( Always prefer the computation of derivatives in continuous

space to differentiation in discrete domain.

=2 O[T100L the Image Usirg d gaussidll Of kelTiel siZe o .
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So lets compute forFely fo by pixel wise
multiplication!
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So lets compute forfoly Ig by pixel wise

multiplication! @&@

But in the lecture slides....
averaging distributes information over neighborhood

=> Convolve Jxx, Jxy, Jyy with gaussian filter to obtain Qxx, Qxy, Qyy



