
Structure Tensor

As explained in the lecture



J has always rank 1

We need a spatial averaging

where
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So lets compute                      by pixel wise 
multiplication!

Jxx Jxy Jyy

But in the lecture slides….
averaging distributes information over neighborhood

=> Convolve Jxx, Jxy, Jyy with gaussian filter to obtain Qxx, Qxy, Qyy


