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#### Abstract

In Computer Vision, the term epipolar geometry describes the intrinsic geometry between two pinhole cameras. While the same model applies to X -ray source and detector, the imaging process itself is very different from visible light. This paper illustrates the epipolar geometry for transmission imaging and makes the connection to Grangeat's theorem, establishing constraints on redundant projection data along corresponding epipolar lines. Using these redundancies, a geometric consistency metric is derived. Our metric could be applied to any pair of transmission images and could be used for pose refinement, calibration correction and rigid motion estimation in fluoroscopy and flat detector computed tomography (FD-CT) . In addition to the theoretical contribution, this paper investigates the properties and behavior of the metric for the purpose of re-calibration of an FD-CT short scan for narrow angular range.


## I. Introduction

In order to reconstruct a 3D image from a number of 2D X-ray projections, one requires accurate knowledge of the underlying projection geometry. The trajectory for CT reconstruction is either assumed fixed by construction or are calibrated before acquisition. Artifacts in the reconstruction may arise from inaccuracies of the calibration and unpredictable or non-reproducible scanner motion. This is also equivalent to rigid movement of the patient in medical scenarios.

Each image is associated with a projection matrix, which uses the same pinhole camera model as it is common in Computer Vision. The analogy opens up a field of established methods which are ready for application to transmission imaging problems [1], [2]. This paper studies the connection between the epipolar geometry of two projections and Grangeat's theorem [3] in order to exploit redundancies in the projection data for image-based optimization of the assumed projection geometry after an acquisition. Both the epipolar geometry and Grangeat's Theorem have previously been used for this purpose [4], [5], but their connection has not been established. In contrast to [6], [5], the work of Debbeler et al. [4] does not require reconstruction and uses a relatively simple and fast metric on 2 D projections. We
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Figure 1. Epipolar geometry of two source positions $\mathbf{C}_{0}$ and $\mathbf{C}_{i}$ from a circular trajectory. An image point $\mathbf{x}_{0} \cong \mathbf{P}_{0} \mathbf{X}$ on the detector is backprojected to a ray $\mathbf{B}_{\mathbf{x}_{0}}(\lambda)$. The line $\mathbf{l}_{i} \cong \mathbf{F} \mathbf{x}_{i}$ is the projection of that ray from $\mathbf{C}_{i}$ to the corresponding detector plane and hence contains the projection $\mathbf{x}_{i} \cong \mathbf{P}_{i} \mathbf{X}$ and the projection of the other source $\mathbf{e}_{i} \cong \mathbf{P}_{i} \mathbf{C}_{0}$, called the epipole. It follows that the line can be written as the join of the image point with the epipole $\mathbf{l}_{i} \cong \mathbf{e}_{i} \times \mathbf{x}_{i}$.
derive a new formulation of that metric based on epipolar geometry, which allows us to model the reliability in a certain direction given a specific trajectory. Finally, we will investigate accuracy, precision and robustness of the X-ray source and detector, specifically for subsets of a short scan trajectory of an FD-CT C-arm system.

## II. Epipolar Redundancies in X-Ray Images

## A. Epipolar Geometry

The term epipolar geometry describes the relative geometry between two pinhole cameras defined by their projection matrices $\mathbf{P}_{0}$ and $\mathbf{P}_{i}$. We rely on the real projective n -space $\mathbb{P}^{n}=\mathbb{R}^{n+1} \backslash\{\mathbf{0}\}$ and introduce an equality relation

$$
\begin{equation*}
\mathbf{a} \cong \mathbf{b} \Leftrightarrow \mathbf{a}, \mathbf{b} \in \mathbb{P}^{n}, \exists \lambda \in \mathbb{R},: \lambda \mathbf{a}-\mathbf{b}=\mathbf{0} \tag{1}
\end{equation*}
$$

for the equivalence classes of scalar multiples. We will denote the location of the X-ray source as $\mathbf{C} \cong(-\mathbf{t R}, 1)^{T} \cong$ $\operatorname{kernel}(\mathbf{P}) \in \mathbb{P}^{3}$, for the projection matrix $\mathbf{P} \cong \mathbf{K}[\mathbf{R} \mid \mathbf{t}] \in$ $\mathbb{R}^{4 \times 3}$, according to the notation common in Computer Vision. The projection matrix $\mathbf{P}$ maps a world point in real projective three-space $\mathbf{X} \in \mathbb{P}^{3}$ to an image point on the detector in the real projective plane $\mathbf{x} \cong(u, v, 1)^{T} \cong \mathbf{P X} \in \mathbb{P}^{2}$. We will work with a large number of views, but consider only two pairs of projection matrices and images $\left(\mathbf{P}_{0}, I_{0}\right)$ and $\left(\mathbf{P}_{i}, I_{i}\right)$ at a time. For convenience, a lower index denotes the view number, for example, $\mathbf{x}_{i} \cong \mathbf{P}_{i} \mathbf{X}$ is a point in projective two-space on image $I_{i}$. W.l.o.g., we will use the index 0 as a reference view.

Suppose that the same world point is seen by two cameras as $\mathbf{x}_{0} \cong \mathbf{P}_{0} \mathbf{X}$ and $\mathbf{x}_{i} \cong \mathbf{P}_{i} \mathbf{X}$. The intensity of a pixel $\mathbf{x}_{0}$ on the detector is the line integral along the back-projection ray $\mathbf{B}_{\mathbf{x}_{0}}(\lambda) \cong \mathbf{P}_{0}^{+} \mathbf{x}_{0}+\lambda \mathbf{C}_{0}$, where $\cdot{ }^{+}$denotes the pseudo inverse. There exists a $3 \times 3$ matrix of rank 2 called the fundamental matrix $\mathbf{F}_{0}^{i}$ defined up to scale which maps a point $\mathbf{x}_{0}$ on the reference image $I_{0}$ to a line $\mathbf{l}_{i} \cong \mathbf{F}_{0}^{i} \mathbf{x}_{0}$ on $I_{i}$. The epipolar line $\mathbf{l}_{i}$ is the forward projection of a back-projection ray from a point on $I_{0}$ to $I_{i}$. Since the projection of $\mathbf{B}_{\mathbf{x}_{0}}$ is the line $\mathbf{l}_{i}$ and $\mathbf{B}_{\mathbf{x}_{0}}$ contains the source position $\mathbf{C}_{0}$, the line $\mathbf{l}_{i}$ must also contain the projection of $\mathbf{C}_{0}$ to the $i$-th image called the epipole $\mathbf{e}_{i} \cong \mathbf{P}_{i} \mathbf{C}_{0}$. Hence epipolar lines form a bundle around the epipole $\mathbf{l}_{i} \cong \mathbf{e}_{i} \times \mathbf{x}_{i}$. The fundamental matrix can be expressed directly in terms of the projection matrices

$$
\begin{equation*}
\mathbf{F}_{0}^{i} \cong\left[\mathbf{e}_{i}\right]_{\times} \mathbf{P}_{i} \mathbf{P}_{0}^{+} \tag{2}
\end{equation*}
$$

where $\left[\mathbf{e}_{i}\right]_{\times}$denotes the skew symmetric matrix representing the cross-product with the epipole. See also Figure 1 for an intuitive example and [1] for a thorough discussion.

## B. 3D Radon Transform on Epipolar Planes

1) Notation: The key to finding redundancies imposed by this geometry is that the source positions $\mathbf{C}_{0}, \mathbf{C}_{i}$ and any back-projection ray $\mathbf{B}_{\mathbf{x}_{0}}$ define a plane, which contains both epipolar lines. There is a pencil of such planes around the line joining the source positions. We will now establish a relationship between the observed intensities along epipolar lines and the plane integral of the object over this epipolar plane. We call the plane $\mathbf{E} \cong \operatorname{join}\left(\mathbf{B}_{\mathbf{x}_{0}}, \mathbf{C}_{i}\right) \cong$ $\left(\mathbf{n}^{T},-n\right)^{T} \in \mathbb{P}^{3}$ with normal $\mathbf{n}$ and signed distance from the origin $n$. W.l.o.g. assume that the origin of our coordinate system is in the (finite) X-ray source $\mathrm{C}_{0}$ with the z axis pointing in orthogonal direction to an epipolar plane containing the back-projection ray $\mathbf{B}_{\mathbf{x}_{0}}$ In this coordinate system the plane equation becomes $\mathbf{E} \cong(0,0,1,0)^{T}$, hence we need only consider $x$ and $y$ coordinates in the following. For points $\mathbf{x}_{0}^{T} \mathbf{1}_{0}=\mathbf{b}$ on the epipolar line we introduce the notation $F_{\mathbf{x}_{0}}(r):=f(r \cdot \cos (\varphi), r \cdot \sin (\varphi), 0)$, where $r$ is the distance to $\mathbf{C}_{0} \cong(0,0,0,1)^{T}$ and $\varphi$ is the ray direction within the plane $\mathbf{E}$ and $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ denote the absorption coefficients of our object. $F_{\mathbf{x}_{0}}$ essentially samples $f$ along the ray $\mathbf{B}_{\mathbf{x}_{0}}$.
2) $2 D$ Radon Transform $\rho_{I_{0}}$ along epipolar lines: We start from the X-ray intensity

$$
\begin{equation*}
I(u, v)=I_{\text {tube }} \cdot \exp \left(-\int F_{\mathbf{x}_{0}}(r) d r\right) \tag{3}
\end{equation*}
$$

detected in $\mathbf{x}_{0} \cong(u, v, 1)^{T}$ attenuated by an object $f$ along the ray $\mathbf{B}_{\mathbf{x}_{0}}$ with initial intensity $I_{\text {tube }}$. The X-ray projection for a single detector point on the 2 D plane reads

$$
\ln \left(\frac{I_{\text {tube }}}{I(u, v)}\right)=\int F_{\mathbf{x}_{0}}(r) d r=\int f\left(\begin{array}{c}
r \cdot \cos (\varphi)  \tag{4}\\
r \cdot \sin (\varphi) \\
0
\end{array}\right) d r
$$

where a single angle $\varphi$ defines the ray, because by choice of coordinate system the source is in the origin. The distance to the origin $r$ defines a point on that ray. Finally, the integral over an epipolar line $\mathbf{l}_{0} \cong \mathbf{e}_{0} \times \mathbf{x}_{0}$ in the polar coordinates of $\mathbf{E}$ is

$$
\rho_{I_{0}}\left(\mathbf{l}_{0}\right)=\iint f\left(\begin{array}{c}
r \cdot \cos (\varphi)  \tag{5}\\
r \cdot \sin (\varphi) \\
0
\end{array}\right) d r d \varphi
$$

3) 3D Radon Transform $\rho_{f}$ over the epipolar plane: The $3 D$ radon transform of the object at $\mathbf{E}$ is the plane integral

$$
\begin{align*}
\rho_{f}(\mathbf{E})=\iiint & f(x, y, z) \delta((x, y, z, 1) \cdot \mathbf{E}) d x d y d z  \tag{6}\\
& =\iint f(x, y, 0) d x d y
\end{align*}
$$

If we write the same plane integral in terms of the polar coordinates, we get the relationship with the integral over the epipolar line $\mathrm{l}_{0}$. The Jacobian determinant of the polar transformation of the $x-y$-plane is exactly

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{J}_{\boldsymbol{\Phi}}\right)=r \cdot \cos (\varphi)^{2}+r \cdot \sin (\varphi)^{2}=r \tag{7}
\end{equation*}
$$

which yields

$$
\begin{align*}
\rho_{f}(\mathbf{E}) & =\iint f(x, y, 0) d x d y=\iint f(\Phi(\varphi, r)) \operatorname{det}\left(\mathbf{J}_{\Phi}\right) d r d \varphi \\
& =\iint f\left(\begin{array}{c}
r \cdot \cos (\varphi) \\
r \cdot \sin (\varphi) \\
0
\end{array}\right) r d r d \varphi \neq \rho_{I_{0}}\left(\mathbf{l}_{0}\right) \tag{8}
\end{align*}
$$

We observe for cone-beam projections, that the integrals over epipolar lines generally differ by a weighting with the distance to the X-ray source. In the following, we will derive a formulation of a derivative of the epipolar plane integral which happens to cancel out that weighting factor.

## C. Grangeat's theorem

The relationship between line integrals on the projection image and plane integrals of the object has been investigated in a different context by Grangeat [3], [7]. For the moment, we restrict ourselves to a single projection image. If we assume w.l.o.g. that the origin of the $u$-v-plane is located in the principal point, we can write the epipolar line

$$
\begin{equation*}
\mathbf{l} \cong\left(\cos \left(\psi+\frac{\pi}{2}\right), \sin \left(\psi+\frac{\pi}{2}\right),-t\right)^{T} \tag{9}
\end{equation*}
$$

in terms of an angle $\psi$ and distance $t$ from principal point $\mathbf{p}$. The point $\mathbf{o}$ is the orthogonal projection to that line. The 2 D radon transform for l is

$$
\begin{equation*}
\rho_{I}(\mathbf{l})=\iint I(u, v) \delta((u, v, 1) \cdot \mathbf{l}) d u d v \tag{10}
\end{equation*}
$$

Figure 2 (a) reveals the geometric relationships between the 2D radon transform $\rho_{I}(\mathbf{l})$ and the 3 D radon transform of the object $\rho_{f}(\mathbf{E})$. The 3D distance from $\mathbf{C}$ to the line $\mathbf{l}$ is exactly the distance to the image plane within a projection in direction of $t$. Its orthogonal projection must therefore be again $\mathbf{o}$. It follows that the lines $\operatorname{join}(\mathbf{p}, \mathbf{o})$ and $\operatorname{join}(\mathbf{C}, \mathbf{o})$ are orthogonal to $\mathbf{l}$. An arbitrary point $\mathbf{x}$ on $\mathbf{l}$ can be written
in terms of the angles $\kappa$ (between $\mathbf{E}$ and the principal ray) and $\varphi$ (between $\mathbf{o}$ and $\mathbf{x}$ measured at $\mathbf{C}$ ). The distance from $\mathbf{C}$ to $\mathbf{l}$ is then $\cos (\varphi) r$ and the focal distance $\cos (\kappa) \cos (\varphi) \cdot r$ (via triangle $\mathbf{p}, \mathbf{C}, \mathbf{o}$ ).
Now, we apply Grangeat's trick and look at the derivative of $\rho(\mathbf{E})$ with respect to the distance to the origin $n$.
$\frac{d}{d n} \rho_{f}(\mathbf{E})=\frac{d}{d n} \iint F_{\mathbf{x}}(r) r d r d \varphi=\iint \frac{d}{d n} F_{\mathbf{x}}(r) r d r d \varphi$
Observe in Figure 2 (b) that there is a relationship $d n=$ $\sin (d \kappa) \cdot \cos (\varphi) r$. Because for small angles $\sin (d \kappa)=d \kappa$ it holds

$$
\begin{equation*}
\frac{d \kappa}{d n}=\frac{1}{\cos (\varphi) r} \tag{12}
\end{equation*}
$$

and by chain rule we obtain

$$
\begin{equation*}
\frac{d}{d n} F_{\mathbf{x}}(r) r=\frac{d}{d \kappa} \frac{1}{\cos (\varphi)} F_{\mathbf{x}}(r) \tag{13}
\end{equation*}
$$

Since the angle $\varphi$ is small (bounded by half fan-ange), the cosine is almost one and we ignore it in our computations. We also ignore that $\mathbf{n}$ is tilted slightly out of the detector plane, because $\kappa$ is small. We can compute the derivative w.r.t $t$ instead of $n$.

$$
\begin{align*}
\frac{d}{d n} \rho_{f}(\mathbf{E}) & \stackrel{d \kappa \approx 0}{=} \iint \frac{d}{d \kappa} \frac{1}{\cos (\varphi)} F_{\mathbf{x}}(r) d r d \varphi \\
& \stackrel{\varphi \text { smal }}{ } \frac{d}{d \kappa} \iint F_{\mathbf{x}}(r) d r d \varphi \stackrel{\kappa \text { smal }}{\approx} \frac{d}{d t} \rho_{I}(\mathbf{l}) \tag{14}
\end{align*}
$$



Figure 2. Grangeat's theorem: relationship between angle $\kappa$ and normal $n$.

## D. Definition of the metric

The main result of this paper and the connection between Equations 2 and 14 is that for a point $\mathbf{x}_{0}$ on $I_{0}$ we find redundant information in the $i$-th view $\left(P_{i}, I_{i}\right)$

$$
\begin{equation*}
M_{0}^{i}\left(\mathbf{x}_{0}\right):=\left(\frac{d}{d t} \rho_{I_{0}}\left(\mathbf{e}_{0} \times \mathbf{x}_{0}\right)-\frac{d}{d t} \rho_{I_{i}}\left(\mathbf{F}_{0}^{i} \mathbf{x}_{0}\right)\right)^{2} \approx 0 \tag{15}
\end{equation*}
$$

The equation states, that given an image pair $I_{0}$ and $I_{i}$, a point $\mathbf{x}_{0}$ defines two corresponding epipolar lines $\mathbf{e}_{0} \times \mathbf{x}_{0}$ and $\mathbf{F}_{0}^{i} \mathbf{x}_{0}$, whose line integrals derived w.r.t $t$ are approximately the same. This is assuming the projection is accurately known. We expect the line integrals to differ more or less, depending on the geometric accuracy of the epipolar plane, respectively the projection parameters.

As discussed in Section II-B1, there is a pencil of such epipolar planes and each defines a pair of redundant line integrals. Figure 3 shows the epipolar lines of two views along with their respective derivative of the radon transform. We define the epipolar consistency metric as the sum over the squared differences between a selection of corresponding epipolar lines. To exclude planes which do not intersect the projection images and to control the sampling, we select points $\mathcal{X}_{0}^{i} \subset \mathbb{P}^{2}$ on $I_{0}$, such that the resulting epipolar lines are evenly spaced, all intersect the images and that their maximal distance inside image bounds is no more than $k$ pixels. We devise the following algorithm to select $\mathcal{X}_{0}^{i}$ for a finite epipole:

1) Find the most distant corner of $I_{0}$ to the epipole

$$
\begin{equation*}
\mathbf{e}_{0}^{i} \cong \mathbf{P}_{0} \cdot \mathbf{C}_{i} \tag{16}
\end{equation*}
$$

and call its distance $m$.
2) Compute the angular step $d \alpha$, such that

$$
\begin{equation*}
\tan (d \alpha)=\frac{k}{m} \tag{17}
\end{equation*}
$$

3) Find minimal and maximal angles $\alpha_{\min }, \alpha_{\max }$, so that any line

$$
\begin{equation*}
\mathbf{l}_{\alpha}=\left((\cos (\alpha), \sin (\alpha), 0)^{T}+e_{0}\right) \times \mathbf{e}_{0} \tag{18}
\end{equation*}
$$

intersects at least one image.
4) Compute the set $\mathcal{X}_{0}^{i}$ via

$$
\begin{align*}
\mathcal{X}_{0}^{i}=\left\{\mathbf{x}_{0} \in \mathbb{P}^{2}: \mathbf{x}_{0}\right. & \cong(\cos (\alpha), \sin (\alpha), 0)^{T}+\mathbf{e}_{0} \\
\forall j \in \mathbb{N}: \alpha & \left.=\alpha_{\text {min }}+j \cdot d \alpha<\alpha_{\text {max }}\right\} \tag{19}
\end{align*}
$$

In this formulation, the points in $\mathcal{X}_{0}^{i}$ lie on a circle around $\mathbf{e}_{0}$, no matter the radius. For (almost) infinite epipoles $\mathbf{e}_{0} \cong$ $\left(e_{x}, e_{y}, \epsilon\right)^{T}, \epsilon \approx 0$, one can simply assume it were finite and sufficiently far away. We can now express the metric as

$$
\begin{equation*}
M_{0}^{i}=\frac{1}{\left|\mathcal{X}_{0}^{i}\right|} \sum_{\mathbf{x}_{0} \in \mathcal{X}_{0}^{i}}\left(\frac{d}{d t} \rho_{I_{0}}\left(\mathbf{x}_{0} \times \mathbf{e}_{0}\right)-\frac{d}{d t} \rho_{I_{i}}\left(\mathbf{F}_{0}^{i} \mathbf{x}_{0}\right)\right)^{2} \tag{20}
\end{equation*}
$$

divided by the number of line pairs $\left|\mathcal{X}_{0}^{i}\right|$. The derivatives of the 2 D radon transform $\frac{d}{d t} \rho_{I}$ can be pre-computed.


Figure 3. Two views with epipolar lines aligned to a plot of the derivative of the line integrals for the left image (blue) and right image (green). Notice a shift in the signals due to imperfect geometry.

Finally, we sum up all those pairs of views, which change during optimization. If we want to optimize over parameters in $\mathbf{P}_{0}$, for example, we need not compute redundancies between $\left(\mathbf{P}_{\mathbf{i}}, I_{i}\right)$ and $\left(\mathbf{P}_{j}, I_{j}\right)$ for $i \neq 0 \neq j$, because they remain constant if only $\mathbf{P}_{0}$ changes: $M_{0}=\sum_{i} M_{0}^{i}$.

## III. Experiments and Results

## A. Materials and methods

We validate against the digital phantom with random beads in a full $360^{\circ}$ rotation presented in [4] ( $512 \times 512 \mathrm{px}$ projections, 1000 mm source-detector distance, phantom of diameter $\sim 100 \mathrm{~mm}$ ). In addition, we conducted an experiment for this work using a $120^{\circ}$ sweep of 190 projections showing a real PDS2 calibration phantom using a sequence of a Siemens C-arm system. Using [8] we computed the C -arm projection matrices from the projections of the metal beads in the calibration phantom and obtained an average re-projection error of about 1.3 pixels (image size $960 \times 1240 \mathrm{px}$, bead size about $8-12 \mathrm{px}$ ), which we also verified by visual inspection. These projection matrices are the gold standard. In order to prove the robustness of our method, we use the raw projection data directly from the scanner, without corrections of any kind (i.e. no $I_{0}$ correction, no correction for varying tube voltage etc.). We use a non-linear optimizer without gradient (Powell-Brent). In order to investigate accuracy, precision and stability of our method, we conduct a series of random studies over a rigid transformation in world space. As an intuitive and meaningful error metric, we compute the distance between the bead centers projected with the ground truth versus the current projection. This error is more informative, since the method itself is entirely image based, while quantities in millimeters and degrees of world space depend on overall scaling and most of the parameters a highly interdependent.

1) Sampling of radon space: In case of a circular trajectory, the epipole moves on a straight line from plus infinity, through the image to minus infinity. The epipolar lines are almost parallel, when the epipole is far away. When we align the detector $v$-axis with the axis of rotation, epipolar lines in most views will be almost parallel to the $u$-axis. This is visualized in Figure 4, where all the samples taken


Figure 4. Derivative of the radon transform of the digital phantom. Samples for a $170^{\circ}$ rotation about Y-axis with a maximum distance between epipolar lines of one pixel (left) and 5 pixels (right). Sampled locations in black.
from radon space are marked with a black dot. Note that a line bundle corresponds to a sinoid curve in Radon Space. Also note a linear trajectory of the epipole leads to a single intersection point of all sinoids. This is because the epipole itself moves on a line, which is represented in a single point in radon space, and that line is contained in any of the line bundles. Through the definition of $\mathcal{X}_{0}^{i}$, we can easily adjust the number of lines, hence the sampling in radon space.
2) Dependency on direction of epipolar lines: We expect the method to be reliable whenever the epipole is close to the image or even inside the image. The epipole is inside the image when the two views are related dominantly by a forward-backward translation, including opposing views. For cases, where the epipolar lines are almost parallel, we get little information in their direction (the direction of the integrals) but only orthogonal to them. Note that a pure translation parallel to the image plane results in parallel epipolar lines, a translation orthogonal to the image plane leaves the epipole in the center of the image. Rotations around the source merely apply a 2 D homography to the image. As a general motion is a combination of these effects, we can predict which geometries will give reliable information and in which spatial direction. Observe, for example Figure 4, where sampling is dense close to the $\psi=0$ axis (horizontal). This is a property of any circular trajectory. The epipole is within the image for views within $\pm$ fan angle from the opposing view. For an opening angle of $40^{\circ}$ this is just about 10 of all views. The method is thus much more robust for optimizing parameters orthogonal to the plane of rotation (usually denoted $v$-direction of the detector). Only for opposing views is it similarly reliable in both $u$ and $v$ directions. This is a problem especially for short scans, as visualized in the shape of the graphs in Figure 5, which show a long and narrow valley in $u$-direction.

## B. Random study

1) Accuracy: First, the gold standard geometry is assumed and optimized w.r.t the metric to find the distance of the closest minimum. Any change away from the gold standard is an inaccuracy. We obtained a mean accuracy over all projections of $\sim 0.25 \mathrm{px}$ and a maximum of 1.00 px .


Figure 5. Plots of the epipolar consistency metric for detector shifts $u$ and $v$ for the numerical $360^{\circ}$ phantom and the real $120^{\circ}$ PDS2 phantom. Note the minimum can be located much more clearly in u-direction for $360^{\circ}$ data.
2) Precision: The second step is to randomly disturb the optimal pose by a random set of parameters. The disturbances are uniformly distributed in a range of $\pm 5 \mathrm{~mm}$ for the translations and $\pm 0.05$ radians $\approx \pm 2.8^{\circ}$ for the rotations. We present results for only one representative projection at a sample size of $n=30$. We were able to reduce the mean pixel error from $\sim 2.4 \mathrm{px}$ to $\sim 0.2 \mathrm{px}$ (maximum error was 0.7 px ).
3) Stability: Finally, we conducted another random study with extreme disturbances of $\pm 25 \mathrm{~mm}$ for the translations and $\pm 0.25$ radians $\approx \pm 14^{\circ}$ for rotations and observe the range of parameters, for which optimization is successful. We found that of $n=100$ samples drawn, with an average error of $\sim 10 \mathrm{px}$ we were able to recover the pose up to an error of $<1 \mathrm{px}$ in 51 cases. The minimum initial error of the unsuccessful cases was 7.0 px and the mean initial error, which could be corrected for was 9.3 px .
4) Ultra short scan: Due to the direction of the epipolar lines for narrow angular range (compare Section III-A2), we conduct the random studies for the $120^{\circ}$ data only w.r.t to the world Y-position of the source (similar to detector $v$ ) of the projection at $60^{\circ}$ primary angle. This is currently a major limitation and subject of future work. The result of an initial random study for $n=100$ and $\pm 25 \mathrm{~mm}$ offsets are a reduction of the mean error down from $\sim 9.7 \mathrm{px}$ to $\sim 0.01 \mathrm{px}$ with a maximum error of $\sim 0.1 \mathrm{px}$. The same study for detector shift $u$ would fail and even increase the mean error. This example shows, that a correct optimization strategy must be found.

## IV. Conclusion

We present a new formulation for redundancies in transmission imaging data based on the epipolar geometry between pairs of views. We make the connection from Grangeat's theorem to the epipolar geometry of two Xray projections, which enables us to express corresponding line integrals in the projection data using the fundamental matrix. We further derived a consistency metric, which exploits redundancies of these line integrals to optimize the projection geometry. We are presenting a fast algorithm to compute that metric and observe some of its properties, including robustness to varying X-ray tube parameters and
its ability to correct 3D parameters, without the need for 3D reconstruction. The understanding of the underlying epipolar geometry gives us control over the sampling in radon space and it helps us identify geometries for which the metric is reliable. An initial random study using projections of a numerical and physical phantoms suggest that the metric can indeed find practical use in a multitude of applications related to the estimation of projection geometry. We believe that its potential applications range from pose estimation in fluoroscopy, tracking of a rigid object in X-ray projections, automatic re-calibration of the imaging system for FD-CT reconstruction up to the detection, estimation and correction of rigid patient movement. Future work should investigate different approches to optimization, such as finding subsets for reliable optmization, finding a minimal set of parameters to avoid dependencies in the optimization, evaluate real data sets and compare computation speed versus precision with other approches to calibration correction.
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