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ABSTRACT 

Automatic detection of unusual events such as falls is very 
important especially for elderly people living alone. Real-
time detection of these events can reduce the health risks 
associated with a fall. In this paper, we propose a novel 
method for automatic detection of fall event by using depth 
cameras. Depth images generated by these cameras are 
used in computing the skeletal data of a person. Our
contribution is to use features extracted from the skeletal 
data to form a strong set of features which can help us 
achieve an increased precision at low redundancy. Our 
findings indicate that our features, which are derived from 
skeletal data, are moderately powerful for detecting unusual 
events such as fall. 

Index Terms— fall detection, event detection

1. INTRODUCTION 

Recently, there has been an increase in the number of 
computer vision and machine learning techniques proposed 
to detect and recognize human activities. One of the 
potential applications of these techniques is in the area of 
automatic detection of unusual events for elderly living 
alone. One of the most critical events that need to be 
detected for elderly is fall because it could imply severe 
medical complications depending on the time to rescue. 
According to recent research, almost half of the elderly 
people who fall at home and remain on the ground for more 
than an hour without any treatment usually die within six 
months [1]. Automatic detection methods of such events 
can significantly reduce the health risks for elderly.  

An extensive research has been studied for detecting 
and identifying unusual events for elderly care using 
motion, audio or video data collected from the subject 
and/or the surrounding environment. Most of the proposed 
techniques have focused on fall detection. Among them, 
sensor based approaches usually employ wearable motion 
sensors consisting of accelerometers, gyroscopes and 
magnetic sensors which are attached to various body parts 
of the user, such as the foot, wrist, or waist [2][3]. The data 

generated by these sensors are analyzed with several 
machine learning and pattern recognition techniques to 
identify and detect fall events. The main problem with such 
an approach is that the subject has to wear the sensors,
which can be easily forgotten or ignored. Although use of 
non-wearable sensors based solutions such as floor 
vibration based fall detectors [4] are also proposed, these 
approaches tend to produce false alarms frequently. 

The limitations associated with the sensor based fall 
detection approaches are addressed by the video based fall 
detection systems. Initial systems analyzed the features of a 
foreground object that represent a moving person in RGB 
images. Most commonly used features are the velocity of 
the bounding box [5], aspect ratio of the person [6], and the 
trajectory of a fitted ellipse [7]. Rougier et.al. proposed to 
extract features from Motion History Image (MHI) which 
accumulates motion of a foreground object within finite 
time duration [8]. However, The MHI suffers from the 
problem of generating many false positives. As an 
alternative, Integrated Spatiotemporal Energy (ISTE) map 
was proposed in [9], which fits a blob to the moving region 
in an RGB frame and computes the temporal variance of its 
orientation. A high temporal variance of the orientation of 
the blob is interpreted as a slip and a low value of the 
length of the major axis in proportion to that of the minor 
axis is interpreted as fall. Performance of these methods 
depends on the extracted 2D silhouette of the subject. 
Because the same 2D silhouette may be generated with 
different 3D poses, the features computed from 2D 
silhouette are not reliable for differentiating certain events.  

There has been an increased use of depth data in 
computer vision problems with the recent availability of 
inexpensive depth cameras, and especially after the release 
of Microsoft Kinect Depth camera [10]. Recent research 
has shown that the availability of depth data results in 
considerable performance improvement for the solution of 
several vision problems such as human pose estimation 
[11], and action recognition [12]. One advantage of depth 
cameras in comparison to RGB cameras is that depth 
cameras preserve privacy. [13] employed a time-of-flight 
depth camera for fall detection. They calculated the 
distance of the centroid of the moving region to the ground 
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plane and the orientation of the person’s spine. Falls are 
identified by thresholding on this distance. Another work 
using centroid and velocity of the moving objects is studied 
by [14] using Kinect. [15] computed 3-D bounding box of 
the moving regions to detect falls. Their features are 
compared with a temporally varying threshold found by a 
search technique. Their work produced acceptable results 
but searching can be computationally tedious and no basis 
for the frame duration required for searching was given.  

Skeletal data can be readily obtained from depth 
cameras using third party libraries. [16] took advantage of 
the skeletal data and fit a line to the locations of head, neck 
torso joints and mean position of the knees. The line fitted 
to these points forms a major axis. Length and orientation 
of this major axis form their features. The problem with 
their method is that the orientation of fall in the whole data 
set is static and perpendicular to Kinect camera view, 
which can prevent the classifier from generalizing to falls 
in other orientations. [17] introduced a structural cost 
function where the norm of the 3-D inter-joint angles was 
considered. The mean and variance of the value of this cost 
function along with maximum and minimum values of the 
height of the skeleton formed a 4-D kinematic feature. 
They also used features based on the histogram of width to 
height ratio of a blob representing the moving person. 
Additionally, they employed RGB data when depth was not 
available. The main drawback of this method is the high 
dimensionality of the proposed features and the high 
redundancy among them. 

Although several features were used to detect falls, 
none of them were designed based on the major reason of 
fall. A recent medical observation study [18] shows that the 
majority of falls in elderly people are due to the problems 
they have in weight shifting. This study proposes an 
automatic real-time fall detection algorithm for elderly care 
by considering weight shifting problems. The method 
utilizes only the extracted skeleton data of the subject. The 
features are optimized to detect falls related to weight 
shifting problem. However other kind of falls like collapse 
and slip are perfectly detected. 

2. METHODOLOGY 

2.1. Data preprocessing 
Skeletal data is extracted via OpenNI framework [19]
which represents the skeletal with 3D coordinates of 24 
joints. Skeletal data is nothing but a fitted virtual skeleton 
pattern on the body depth map. The position of joints is 
defined in camera coordinate system.  Therefore, it is a 
function of camera viewing angle. In order to eliminate this 
dependency, skeleton should be translated from camera 
coordinates to world coordinates by applying a rigid 
transformation. This transformation also provide the 
parameters of Ground plane ܩ in world coordinates, which 
is simply ݕ = 0 plane. Figure 1 shows sample depth map of 
a person, skeleton and its joints fitted on the depth map and 
ground plane. 

  

Figure 1 Skeleton joints fitted on depth data and ground plane ܩ.
All joints are given in 3D world coordinates; therefore, ݕ
component of any coordinates represents distance to the ground 
plane. 
2.2. Features 
Let the body be represented by 24 skeletal joints positions {࢙௜௡(ݔ, ,ݕ (ݖ ∈ ܴଷ} where ݅ is the skeletal joint index and ݊
denotes the time index i.e. the frame number. Five features 
extracted from joint positions to identify fall event. 
1) Height: One of the indicators of body pose is the body 
height. Falling follows by a considerable change in body 
height and can be a suitable feature for fall detection. 
Skeleton data provided by OpenNI is noisy in the end 
points of the body i.e. head, hands and legs whereas central 
joints like shoulders, neck, torso, hips and knees are more 
stable. Therefore, average of the shoulders heights were 
used for body height approximation;  ଵ݂(݊) = (ݕ)଺௡ݏ) + ଵଶ௡ݏ  ,2/((ݕ)
where "6" and "12" are indexes of shoulders. Since joints 
are transformed into world coordinates, ݕ component of a 
joint position were used as height of the joint. 
2) Height Vertical Temporal Gradient: Vertical speed of 
the upper body is also a major indicator in fall definition;  ଶ݂(݊) = ଵ݂(݊) − ଵ݂(݊ − 1)
3) Body Orientation: The main orientation of the body can 
be estimated by a line fitted on it. In this study, shoulders, 
torso and hips 3D positions were selected to find the body 
orientation. A line ݈ was fitted through these 3D points and 
the angle ߠ between the line and ground plain was 
calculated as the third feature;  ଷ݂(݊) = (݊)ߠ
4) Body Orientation Temporal Gradient:  
Fall is following by a big change is body orientation. 
Therefore the temporal gradient of ߠ was chosen as the 
fourth feature; ସ݂(݊) = (݊)ߠ − ݊)ߠ − 1)
5) Distance Between Center of Mass (COM) and Center 
of Body Support (COS): The last feature is based on the 
main contribution of this research study, i.e. weight 
shifting. Body balance is kept by feet. In a well-balanced 
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situation, COM projection on the ground (ܯܱܥ௉) is 
between the feet and has the least possible distance to them. 

Now consider the following to possible fall instances;  
1) Front/Backward fall in which the distance from (ܯܱܥ௉)
to the line passing the projections of feet joints (ܨܮ௉ and ܴܨ௉) will increase.  
2) Side fall in which this distance will remains almost 
unchanged while the distance between projection of center 
of mass and projections of feet joints will increase.  

By considering the cases above, last feature were 
defined as the distance between the body center of mass 
(COM) and body supports i.e. line segment connecting the 
feet projections. In this study, the joint representing torso 
was chosen as an approximation for COM. To write the 
mathematical expression of this feature, we need to 
introduce the following variables: ܯܱܥ௉ : Projection of COM on the ground plain ܴܨ௉  : Projection of right foot on the ground plain ܨܮ௉  : Projection of left foot on the ground plain ܵ௉  : Line segment ܴܨ௉ܨܮ௉തതതതതതതതതത  between two endpoints ܴܨ௉

and ܨܮ௉
ହ݂(݊) = ,௉ܯܱܥ)ݐݏ݅݀ ܵ௉)

Figure 2. shows the cases for different fall scenarios and 
the computation of the feature ହ݂.  

Sample feature-time graphs of each features computed 
for 160 frames long video can be seen in Fig.4. Note that 
there is a fall event between 80th and 100th frames 

The extracted features are applied a classification to 
identify fall events from non-fall events. In this study, we 
use Linear Support Vector Machine (SVM) as the 
classifier. We employed a Matlab interface for SVM named 
LIBSVM [20] to classify our data set. 

3. EXPERIMENTAL RESULTS AND DISCUSSION 

We employed OpenNI [19] framework to extract depth and 
body joints 3D positions (Skeleton data). Data is recorded 
in 30 fps. Our data set consists of two main activities; fall 
and Normal (not fall). Normal events include walking, 
standing, sitting and sleeping. Falling was recorded in 
different orientations to make sure about generalization.

Our training data set consists of 47310 frames, 42 fall 
events. 5124 frames (11%) were labeled as fall and the rest 
89% was labeled as Normal. In the data set, the frame 
number of each observation is known. As we know the 
frame rate of the recorded skeleton data, i.e. 30 fps, we can 
draw a one to one correspondence between the skeletal data 
and class labels corresponding to events. 

In order to eliminate the effect of noise added during 
data recording feature vectors were applied a post 
processing step. Windows with one second length were 
pushed on the feature vectors in the steps of 0.5 second. In 
each window firstly the feature values were sorted. The 
first and last 10% were removed. The average of the 
remaining values in the window was selected to as features. 

To evaluate performance of the proposed system, we 
use two famous criteria that are widely used in fall 
detection systems. “Detection” is the percentage of falls 
which were truly detected as fall and “False alarm” is the 
percentage of non-fall windows which were wrongly 
detected as fall. 

As the fourth and fifth features are novel features with 
respect to the state of art, we did the experiments with and 
without using them in the feature vector for classification.  
In the first experiment we used just the first three features. 
By feeding this 3-dimensional feature vector, we achieved 
80.7% detection rate and 6.8% false alarm rate.  
As the second experiment we used the first four features to 
see the effect of adding using the fourth feature. The results 
were 84.7% detection rate and 6.5% false alarm rate. 

By feeding the first three and the fifth feature to the 
classifier, we obtained 83.8% detection rate and 6.3% false 
alarm rate.  

In the last experiment we fed all five features to the 
classifier which gave us 89.1% detection rate and 4.5% 
false alarm rate. 

Figure 3 shows error rates of our results. As it is shown 
in the figure, by adding the fourth and fifth feature 
individually, around 4% improvement in detection rate was 
achieved. Using both these two features along with the first 
there ones, not only made 8.4% improvement in detection 
rate, but also improved the false alarm rate by 2.8%. These 
improvements both in fall detection rate and false alarm 
rate shows this fact that the proposed two novel features in 
this work have powerful information for fall detection and 
have the potential to make the fall detection systems more 
accurate and acceptable. 

Figure 3. Detection rate and false alarm rate in the four 
experiments 

Figure 2 Top view of skeleton and three cases of ܯܱܥ projection.
Computation of the feature ହ݂ depends on the position of the ܯܱܥ௉, which is simply expressed as the distance between ܯܱܥ௉
to line segment ܵ௣.
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Figure 4. Features plotted vs. time for a sample fall event, (a) Body Height: During Fall, body height is expected to be decreased (b) Body Height Vertical 
Temporal Derivative: Fall follows by a sudden decrease in body height (c) Body Orientation: In a Fall, angle between body and ground is expected to go 
from 90 to 0 (d) Body Orientation Temporal Derivative: A sudden change in body orientation is expected in Fall (e) Distance between COM and body 
supports i.e. feet 

4. CONCLUSION 
Automatic fall detection is very important problem 
especially for elderly people living alone. We introduce a 
novel method for this problem. Contrary to features in the 
existing approaches, our features are designed by 
considering reasons of falls in elderly.  Experimental results 
admit the strength of our features and processing algorithm 
for human fall detection. In comparison to the state of the 
art, false alarm rate decreased while detection rate remained 
comparable. 

There are limitations in using skeleton data. It is not 
always reliable. Noise and limited range is its major 
limitations. Hence we must look for alternative features 
which are more reliable and available for detecting various 
events. 
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