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Abstract
About 90% of the people with Parkinson’s disease (PD) develop
speech impairments such as monopitch, monoloudness, impre-
cise articulation, and other symptoms. There are several studies
addressing the problem of the automatic detection of PD from
speech signals in order to develop computer aided tools for the
assessment and monitoring of the patients. Recent works have
shown that it is possible to detect PD from speech with accura-
cies above 90%; however, it is still unclear whether it is possi-
ble to make the detection independent of the spoken language.
This paper addresses the automatic detection of PD consider-
ing speech recordings of three languages: German, Spanish and
Czech. According to the results it is possible to classify between
speech of people with PD and healthy controls (HC) with accu-
racies ranging from 84% to 99%, depending on the utterance.
Index Terms: Parkinson’s disease, dysarthria, speech disorder,
language, acoustic measures, voiced/unvoiced segments.

1. Introduction
PD is a neurological disorder characterized by the progressive
loss of dopaminergic neurons in the substantia nigra pars com-
pacta [1]. This disease affects over 1% of the people older than
65 [2], and there are more than one million of people with PD
only in North America [3]. According to previous studies, about
90% of the people with PD develop vocal impairments [4] such
as reduced loudness, monopitch, monoloudness, reduced stress,
breathy, hoarse voice quality, imprecise articulation, among oth-
ers [5]. The research community has been interested in the de-
velopment of computer aided systems to perform automatic di-
agnosis and assessment of speech of people with PD [6, 7, 8].

In [9] the authors perform the automatic classification of 23
people with PD and 8 HC considering recordings of the English
vowel /ah/ uttered in a sustained manner. The used features in-
clude different noise measures and several nonlinear dynamics
features; the reported accuracy is 91%. In [10] an analysis of
speech of 38 patients with PD and 17 HC is presented. All of the
participants were English native speakers and they were asked
to repeat three sentences several times per day. The English
vowels /ah/, /i/ and /u/ were extracted from the recordings in or-
der to measure different spectral features such as Vowel Space
Area (VSA), Formant Centralization Ratio (FCR), the natural
logarithm of VSA and the quotient F2i

F2u
, where F2i and F2u

are the values of second formant for the vowels /i/ and /u/, re-
spectively. According to their results, FCR and the quotient
can effectively and robustly differentiate between the speech of
patients with PD and HC. Additionally, considering that the im-
pact of PD in speech not only affects phonation, but also other
characteristics of speech [11], in the recent years, the number
of publications considering features related with phonation, ar-
ticulation or prosody has increased. In [12] the authors measure
several phonation and prosody features on four sentences ut-
tered by 138 patients with PD and 50 age-matched HC (German
native speakers). The results indicate that there is a correlation
between PD symptoms and prosody variables such as the num-
ber of pauses in the speech. The phonation analysis is included
in that paper considering pitch-related features, and the main
finding is that the variation of the pitch is lower in the patients
than in HC. Further, in [13] the authors evaluated a total of 46
Czech speakers (23 with PD and 23 HC). The work included
features from phonation, articulation and prosody evaluated on
8 tasks including sustained phonations, diadochokinetic (DDK)
evaluation (rapid repetition of the syllables /pa/-/ta/-/ka/), read-
ing sentences, reading paragraph and a monologue. The authors
concluded that 78% of the patients evidenced speech problems,
and prosody was the most affected aspect even in the initial
stage of the disease. They also found that the variation of the
fundamental frequency contains very useful information for the
separation of HC from PD speakers. Recently, in [7] the authors
perform the automatic evaluation of speech of 168 patients with
PD in different stages (English native speakers). The record-
ings include three different tasks: sustained phonation of the
vowel /ah/, DDK evaluation and reading text. According to the
results, the features extracted from the reading text and DDK
tasks are most effective to perform the evaluation of the extent
of the disease. The authors reported a mean absolute error of
5.5 explaining the 61% of the variance. In [14] considered a
set of 176 German speakers (88 patients with PD and 88 HC)
and performed the automatic detection of PD including acous-
tic, prosodic and voice related features. The accuracy reported
in this work is 94%, considering a total of 1582 features.

Most of the recent works found in the literature consider
speech recordings of different tasks such as sustained phona-
tion of vowels, repetition of syllables, reading texts and mono-
logues; however, there are other concerns that have not been
addressed, i.e. (1) whether is possible to find features and/or
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methods robust enough to perform automatic detection of PD in
different languages or (2) whether those features and/or meth-
ods are robust enough to characterize speech samples recorded
with different technical conditions.

This paper addresses the automatic detection of PD consid-
ering speech recordings of three languages: German, Spanish
and Czech. The speech samples recorded in German are the
same used in [14], Czech data is the same as in [13] and for
Spanish, the recordings were collected in 2012 in the hospital
“Clı́nica Noel”, in Medellı́n, Colombia (Further details in [15]).
This work includes the evaluation of isolated words uttered in
Spanish and German and the rapid repetition of the syllables
/pa/-/ta/-/ka/ uttered in the three languages. The method pre-
sented in this paper is based on the systematic separation of
voiced and unvoiced segments before addressing the character-
ization and classification processes as in [16].

The results of the experiments presented here suggest that
it is possible to classify between speech of people with PD and
HC with an accuracy of up to 99%, depending on the evaluated
utterance. To the best of our knowledge, this is the first work
devoted to the automatic detection of PD considering speech
recordings of different languages.

The rest of the paper is organized as follows: Section 2
provides details of the three databases considered in the work.
Section 3 includes details of the experiments. Section 4 shows
the results obtained in the different experiments and finally, in
Section 5 the conclusions derived from this work are provided.

2. Data
2.1. Spanish

This database contains speech recordings of 50 patients with
PD and 50 HC sampled at 44.1 KHz with a resolution of 16
bits. All of the speakers are balanced by gender and age i.e. the
age of the 25 male patients ranges from 33 to 77 (mean 62.2 ±
11.2) and the age of the 25 female patients ranges from 44 to 75
(mean 60.1 ± 7.8). For the case of HC, the age of the 25 men
ranges from 31 to 86 (mean 61.2 ± 11.3) and the age of the 25
women ranges from 43 to 76 (mean 60.7 ± 7.7). All of the pa-
tients were diagnosed by neurologist experts; the values of their
evaluation according to the UPDRS-III [17] and Hoehn & Yahr
[18] scales are 36.7 ± 18.7 and 2.3 ± 0.8, respectively. The
speech samples were recorded with the patients in ON-state,
i.e. no more than 3 hours after the morning medication. None
of the people in the HC group has a history of symptoms related
to Parkinson’s disease or any other kind of neurological disor-
der. This database was collected by Universidad de Antioquia
in Medellı́n, Colombia. Further details of this database in [15].

2.2. German

This corpus consists of 178 German native speakers. The set
of patients includes 88 persons (44 men and 44 women) with
age ranging from 42 to 84 (mean 66.5 ± 8.9). The HC group
contains 88 speakers (45 men, 43 women) and their age ranges
from 26 to 85 (mean 63.2 ± 13.9). The values of their neu-
rological evaluation according to the UPDRS-III and Hoehn &
Yahr scales are 22.7 ± 10.9 and 2.4 ± 0.6, respectively. In this
case the speech samples were also recorded with the patients
in ON-state. The speech data were recorded in the hospital of
Bochum, Germany. The voice signals were sampled at 16 KHz
with a resolution of 16 bits. Further details of this database can
be found in [12].

2.3. Czech

A total of 42 Czech native speakers were recorded, 21 of the
participants were diagnosed with idiopathic PD and their age
ranges from 37 to 83 (mean 62.2 ± 11.00). The remaining
21 participants were healthy and their age ranges from 36 to
80 (mean 57.2 ± 13.01). The mean values of their evaluation
according to the UPDRS-III and Hoehn & Yahr scales are 17.9
± 7.4 and 2.2 ± 0.5, respectively. None of the patients had
been medicated at the recording session. The speech data was
recorded in the General University Hospital in Prague, Czech
Republic. The voice signals were sampled at 48 KHz with a
resolution of 16 bits. Further details of this database in [13].

3. Methods
The databases considered in this paper contain recordings of
sustained phonation of vowels, DDK evaluation, sentences and
monologues. Only the Spanish and German data include also
isolated words, thus the experiments performed here include the
evaluation of isolated words uttered in these two languages. The
DDK evaluation include utterances of the three languages and it
is performed with the rapid repetition of the syllables /pa/-/ta/-
/ka/. The process will be described in detail below.

3.1. Preprocessing

The recordings are segmented into voiced and unvoiced frames
using the software Praat [19]. Voiced frames are the portion of
the recording where Praat detected pitch and unvoiced frames
are those where the software does not detect pitch. Silences in
the borders of the utterances are previously removed manually.

The voiced and unvoiced segments are grouped separately
and a set of measures is applied on each group. The first step is
to verify if the length of each frame is enough to form at least
one window of 40ms. If the segment is not long enough it is dis-
carded, otherwise the center of the segment is located and the
windowing process continues from the center to the boarders
(to both sides) using windows of 40ms with 20ms of overlap-
ping. Once the windowing process is done, different features
are calculated on each group of segments. This characterization
is described in the next subsections.

3.2. Characterization of Voiced Frames

Three measurements of the noise content of the voiced frames
in the phonation process are taken: Harmonics to Noise Ratio
(HNR) [20], Normalized Noise Energy (NNE) [21] and Glottal
to Noise Excitation Ratio (GNE) [22]. Additionally, the first
and the second formant in Hertz (F1 and F2) and twelve Mel-
Frequency Cepstral Coefficients (MFCC) are extracted.

The features of each voiced frame are grouped into one fea-
ture vector and four statistics of these vectors are calculated:
mean value (m), standard deviation (std), kurtosis (k) and
skewness (sk). As in total 17 measures are taken on the voiced
segments, the feature set contains 68 measures per recording.

3.3. Characterization of Unvoiced Frames

The set of features calculated for unvoiced windows includes
twelve MFCC and the energy of the signal distributed in 25
Bark bands. The energy in Bark bands is not calculated for
the voiced frames because in previous experiments we have no-
ticed that the energy calculated in critical bands do not provide
information additional to which is provided by the MFCC to
discriminate between PD and HC speakers [23].
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The process to calculate the energy in these critical bands
is introduced in [24]; the frequencies of the spectrum are dis-
tributed according to the Bark scale and the energy on each band
is calculated to be included in the feature set. The feature vec-
tor is formed with four statistics of each measure for a total of
(12MFCC+25Bark) · 4 = 148 features. The segmentation and
characterization processes described above are depicted in fig-
ure 1.

Figure 1: Segmentation and characterization processes

3.4. Classification

Classification process is performed with a soft margin support
vector machine (SVM), with margin parameter C and a Gaus-
sian kernel with parameter γ. The parameters C and γ are op-
timized up to powers of ten (grid-search with 1 < C < 104

and 1 < γ < 103, selection criteria: accuracy on test data).
This will lead to slightly optimistic accuracy estimates but as
there are only two parameters in the optimization process, the
bias effect is minimal. The SVM is tested following a 10−fold
cross-validation strategy for the cases of the German and Span-
ish databases. In the case of the Czech database, it is tested
following a leave-one-speaker-out strategy, as in [25].

It is important to note that even though the folds are taken
randomly for German and Spanish data, on each fold the bal-
ance of age and gender of the speakers is guaranteed during the
processes of training and testing. An SVM is used here due to
its validated success in similar works related to automatic de-
tection of pathological speech signals [26, 27, 28].

4. Results and Discussion
A total of 13 Spanish words were evaluated in this work. The
two criteria for selecting those words were (1) they were uttered
by all of the speakers and (2) the proportion of voiced and un-
voiced frames was not less than 10%. For the case of German
speakers, a total of six words were included. This work did not
consider the evaluation of isolated words uttered in Czech.

The results obtained in the classification between PD and
HC speakers considering the set of Spanish words are shown
in Table 1 and the results with the German words are in Table
2. The rows indicate the results obtained with each word, sepa-

rately for voiced (v) and unvoiced (uv) frames. The results are
presented in terms of accuracy (Acc), specificity (Spec), sen-
sitivity (Sens) and the area under the receiver operating curve
(AUC). AUC is included since it is commonly used to evaluate
the performance of different medical decision systems [29].

In Table 1 it can be noticed that in 8 of the 13 words the ac-
curacy obtained with the unvoiced frames is greater than 95%.
The highest accuracy with unvoiced frames is obtained with the
word atleta. For the case of voiced frames, the highest accuracy
is obtained with petaka. The percentage of unvoiced frames
on every word was also calculated (not included in this paper)
and we found that it is larger for healthy speakers than for PD
patients. The exception is campana and this is the only word
among the set of Spanish words included here that contains
nasal sounds. It suggests that further research should be made
in this regard. In Table 2 it can be observed that in 4 of the 7
evaluated words, the accuracy is higher than 90% when the fea-
tures calculated on the unvoiced frames are considered. For the
case of the voiced frames, the highest accuracy is 73% which is
obtained with the word Perlenkettenschachtel.

Table 1: Results with Spanish words

Acc (%) Sens (%) Spec (%) AUC
atleta uv 99 98 100 0.99

v 82 86 78 0.79
campana uv 99 98 100 0.99

v 73 86 60 0.76
gato uv 98 98 98 0.98

v 76 84 68 0.76
petaka uv 97 96 98 0.98

v 84 88 80 0.82
braso uv 96 100 92 0.98

v 75 86 64 0.74
caucho uv 96 92 100 0.95

v 80 86 74 0.83
presa uv 95 92 98 0.94

v 81 80 82 0.81
apto uv 95 98 92 0.95

v 78 80 76 0.78
flecha uv 94 98 90 0.93

v 76 76 76 0.85
trato uv 94 100 88 0.95

v 77 90 64 0.83
coco uv 93 98 88 0.94

v 76 74 78 0.68
plato uv 88 92 84 0.92

v 69 74 64 0.64
pato uv 84 90 78 0.83

v 76 86 66 0.75

Figure 2 shows the ROC curves associated with the words
atleta and Bahnhofsvorsteher which were those with the highest
accuracies. On each word the difference of the performance
obtained with unvoiced and voiced frames can be observed .

The results obtained with the recordings of the DDK evalu-
ation performed in Spanish, German and Czech are presented in
Table 3. Note that the accuracy is higher than 97% in all of the
cases when the unvoiced segments are evaluated. For the case
of the voiced segments, the highest accuracy is 90% which is
obtained with Czech data. The good results obtained for three
different databases with utterances of three different languages,
recorded in different technical conditions, demonstrate the va-
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Table 2: Results with German words
Acc (%) Sens (%) Spec (%) AUC

Bahnhofsvorsteher uv 96 95 97 0.97
v 72 66 77 0.72

Rettungsschwimmer uv 95 93 98 0.96
v 68 58 78 0.66

Toilettenpapier uv 94 97 91 0.95
v 70 69 72 0.70

Bundesgerichtshof uv 93 94 93 0.95
v 61 33 90 0.65

Bedienungsanleitung uv 89 80 98 0.92
v 67 65 69 0.61

Perlenkettenschachtel uv 84 89 78 0.85
v 73 66 79 0.70

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

False Positive Rate

Tr
ue

 P
os

iti
ve

 R
at

e

atleta & bahnhofsvorsteher

uv: atleta
v: atleta
uv: bahnhofsvorsteher
v: bahnhofsvorsteher

Figure 2: ROC curves of the best results obtained with German
and Spanish words

lidity of the method proposed in this paper.

Table 3: Results with the rapid repetition of /pa/-/ta/-/ka/

Acc (%) Sens (%) Spec (%) AUC
Spanish uv 99 100 98 0.99

v 80 90 70 0.82
German uv 97 98 96 0.98

v 69 61 77 0.68
Czech uv 97 100 95 0.99

v 90 100 80 0.94

The difference in the performance obtained with the voiced
and unvoiced frames of each language can be observed in Fig-
ures 4 and 3, respectively. Note that the performance obtained
with the voiced frames of the Czech data is the highest among
all of the results with voiced segments.

5. Conclusions
A method for the automatic classification of speech of people
with PD and HC is presented in this paper. The method is based
on the systematic separation of voiced and unvoiced segments
before addressing the characterization and classification pro-
cesses. The method is evaluated on three different databases,
with speech samples of three different languages recorded in
different technical conditions.

According to the results obtained with isolated words, in
Spanish it is possible to achieve accuracies from 84% to 99%,
while for German words the accuracy ranged from 84% to 96%.

The results obtained with /pa/-/ta/-/ka/ show that it is pos-
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Figure 3: ROC curves obtained with the unvoiced frames of
/pa/-/ta/-/ka/ uttered in Spanish, German and Czech
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Figure 4: ROC curves obtained with the voiced frames of /pa/-
/ta/-/ka/ uttered in Spanish, German and Czech

sible to achieve accuracies ranging from 97.6% to 99% with
recordings of three different languages.

The results obtained both in isolated words and in the DDK
evaluation demonstrate the validity of the method proposed in
this paper. To the best of our knowledge, this is the first work
that addresses the problem of automatic classification of speech
of people with PD and HC in different languages. The results
obtained suggest that it is possible to detect PD from speech us-
ing the same method in different languages, they also motivate
us to perform cross-language experiments, i.e. to train and test
the system with utterances of different languages. Future works
with different databases might consider that from the neurolo-
gist’s point of view, dysarthria in PD has very characteristic pat-
terns (monopitch, monoloudness, etc.). However, since PD is a
chronic progressive disorder, the degree and individual appear-
ance of voice and speech impairment can differ considerably
between patients. Additionally, further study is required consid-
ering the variability among the patients of different databases.
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