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Method Overview
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CNN Activation Features
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Activation features

Parameter Evaluation

CNN configurations

Filter configuration C1 P1 C2 P2

A 5× 5 2× 2 5× 5 2× 2
B 7× 7 2× 2 5× 5 3× 3

Classification accuracy of the CNN (train / test)

# hidden nodes
64 128 256

A 38.2 / 23.2 49.3 / 23.7 55.0 / 24.5
B 40.3 / 21.0 45.6 / 22.4 53.5 / 23.0

Averaged mAP of VLAD

# hidden nodes
64 128 256

A 93.7 92.6 89.5
B 94.8 92.9 91.0

Encoding

GMM Supervectors [1]

Local Descriptors: X = {x1, . . . ,xT}

Background model: GMM with K weighted Gaussians gk(x) := N (x ;µk ,Σk)

Mean adaptation:

µ̂k =
1
nk

T∑
i=1

γt(k)x t , where nk =
T∑

t=1

γt(k) ; γt(k) =
wkgk(x t)∑K
j=1 wjgj(x t)

Mixing: µ̃k = αkµ̂k + (1− αk)µk , where αk = nk
nk+τ [τ : relevance factor]

GMM Supervector: s =
(
µ̃>1 , . . . , µ̃

>
K

)>
Postprocessing

Normalize with kernel derived from the KL divergence: µ̊k =
√

wkσ
−1

2
k µ̃k

Datasets

CVL

• 310 writers (training: 27, test: 283)
• 5 forms (1 German, 4 English)

ICDAR13

• 350 writers (training: 100, test: 250)
• 4 forms (2 English / 2 Greek)

Evaluation

Hard criterion and mAP evaluated on ICDAR13 (test set)

TOP-1 TOP-2 TOP-3 mAP

CS [2] 95.1 19.6 7.1 NA
SV [1] 97.1 42.8 23.8 67.1
SURF 96.7 55.1 27.3 71.8

Proposed 98.9 83.2 61.3 88.6

Hard criterion and mAP evaluated on CVL (test set)

TOP-1 TOP-2 TOP-3 TOP-4 mAP

Comb. [3] 99.4 98.3 94.8 82.9 96.9
SV [1] 99.2 98.1 95.8 88.7 97.1
SURF 98.6 97.3 94.8 83.6 95.8

Proposed 99.4 98.8 97.3 92.6 97.8

Conclusion

• CNNs learn writers’ characteristics effectively
• KL-normalized GMM supervectors are very good for encoding local CNN

activation features
• Method is comparable or better than s. o. t. a. on ICDAR13 and CVL
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