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Abstract. Blind deconvolution is a common method for restoration
of blurred text images, while binarization is employed to analyze and
interpret the text semantics. In literature, these tasks are typically treated
independently. This paper introduces a novel binarization driven blind
deconvolution approach to couple both tasks in a common framework.
The proposed method is derived as an energy minimization problem
regularized by a novel consistency term to exploit text binarization as a
prior for blind deconvolution. The binarization to establish our consistency
term is inferred by spatially regularized soft clustering based on a set of
discriminative features. Our algorithm is formulated by the alternating
direction method of multipliers and iteratively refines blind deconvolution
and binarization. In our experimental evaluation, we show that our
joint framework is superior to treating binarization and deconvolution as
independent subproblems. We also demonstrate the application of our
method for the restoration and binarization of historic document images,
where it improves the visual recognition of handwritten text.

1 Introduction

The automatic analysis of text images has become an essential tool within a
wide range of applications in industry, forensics or historical research. Some
of the most frequently required tasks for text image analysis include optical
character recognition (OCR) or handwritten text recognition (HTR) [8], writer
identification and verification [6] as well as structural document segmentation [9].
Hereby, most methods rely on the existence of accurate features extracted from
document images, e. g., keypoints [6,9]. Another essential feature widely used for
OCR and HTR is binarization, i. e., the segmentation of text images into character
and background regions. The reliability of such features strongly depends on
the quality of the underlying text images. To address this requirement, image
enhancement and restoration techniques are commonly used for preprocessing
prior to text analysis [8]. In this context, text image restoration by means of
deconvolution is a technique to recover a sharp image from a blurred acquisition.
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Reasons for blurring can be motion blur, i. e., blur induced by moving the camera
or a movement of the scene. Another reason that is relevant for document images
acquired under a controlled environment, e. g., digital scanning, are limitations
of optics and sensors. We consider the extraction of text features and image
deconvolution as complementary problems that can be, however, strongly coupled
in order to enhance both of them. In particular, this is the case for deconvolution
and binarization. If a sharp text image obtained by image deconvolution is avail-
able, this serves as a reliable input for text binarization. Conversely, an accurate
text binarization can be utilized as a strong prior for image deconvolution.

Text Image Binarization. Most methods for automatic binarization of text
images can be categorized into two groups. The most basic global threshold-
ing techniques estimate a single threshold, e. g., using Otsu’s method [18], to
discriminate characters and background in two-tone images. This approach is
computationally efficient but is sensitive to global illumination changes, which is
a common issue in large document images. As a complementary approach, local
thresholding techniques estimate a threshold per image patch or even per pixel
to make binarization spatially adaptive [1,20].

Text Image Restoration. Document image restoration can be approached
from a natural scene statistics or a text-specific point of view. Most general-
purpose methods exploit natural scene statistics and make use of the fact that
natural images are sparse in the gradient domain. This can be modeled by total
variation [2,17] or heavy tailed priors [15]. A variety of algorithms has been
proposed to solve image deconvolution as a non-blind problem [5] or as as blind
estimation [14] in which the blur characteristics are estimated simultaneously
with the deblurred image. Despite their success, natural image statistics typically
fail to model the characteristics of text images [4] since they provide a too weak
prior. For this reason, various blind deconvolution approaches have been proposed
which exploit the properties of text images. One class of methods utilizes the
two-tone property of document images for blur kernel estimation and deblur-
ring [16,3]. A different strategy has been proposed by Zhang [23] that directly
restores a binarization from a blurred two-tone image. However, this method
does not provide a deblurred intensity image. The use of more comprehensive
text-specific properties in addition to the intensity has been examined in the work
of Cho et al. [4]. These properties guide the image deconvolution and include
contrast, color-uniformity and gradient statistics of characters and background,
respectively. However, the success of this algorithm relies on the stroke width
transform (SWT) [7] that is used to describe text-specific properties. For this
reason, a complementary approach has been proposed by Pan et al. [19]. In their
method, text deblurring is formulated via an L0 norm regularized energy function
using intensity and gradient information. Deblurring yields outstanding results in
presence of severe motion blur for both pure text images as well as natural images
containing text. However, it yields only a deblurred image with the associated
blur kernel estimate without considering binarization.

Proposed Binarization Driven Blind Deconvolution. This work faces
document image restoration from a different point of view. Similar to prior
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work [3,16,23], we exploit properties of two-tone text images. In doing so, we
consider blind deconvolution and binarization as coupled problems and aggre-
gate them in a novel energy minimization framework. The proposed algorithm
gradually refines text binarization that is exploited as a prior for blind decon-
volution. The advantage of this novel strategy is twofold: 1) deconvolution is
guided by binarization as a strong prior compared to priors derived from natural
image statistics, and 2) text binarization benefits from deconvolution and is
incrementally refined in our optimization. In detail, our contributions are:

• a novel energy minimization formulation for blind deconvolution that exploits
text binarization as guidance,

• a binarization method using a soft clustering algorithm as inner optimization
loop in the proposed framework,

• demonstration of the impact of our method in a comprehensive evaluation for
document restoration on synthetic data as well as real historic text images.

2 Image Deconvolution Model

We examine blind deconvolution of single-channel images linearized to a vector
y ∈ Rn with yi ∈ [0; 1]. Our method is derived from the image formation model
y = h ∗ x + ε, where x ∈ Rn denotes the unknown deblurred image, h ∈ Rm

denotes a linear, space invariant blur kernel in vector notation and ∗ is the
discrete convolution operator. The signal ε ∈ Rn models additive noise.

In the proposed model, for x there exists a corresponding binarization s
describing the partitioning of x into characters and background, respectively.
This binarization is encoded by a probability map s ∈ [0; 1]n, where si is the
probability that the i-th pixel belongs to the background. The image x and its
binarization s can be considered as coupled variables. If one knows an ideal image
x, s could be determined accurately by means of image binarization. Conversely,
if an ideal binarization s would be known, blind deconvolution could be guided
by s. Hence, we formulate blind deconvolution as the joint energy function:

E(x,h, s) = D(x,h) + λxR(x) + λhH(h) + λcC(x, s), (1)

where D(x,h) and R(x) with weight λx ≥ 0 denote the data fidelity and
regularization term for image deconvolution, respectively. H(h) with weight
λh ≥ 0 denotes a regularizer for the blur kernel h. C(x, s) with weight λc ≥ 0
describes a consistency term that couples the image x with the associated
binarization s. We define the data fidelity term as:

D(x,h) = ||Hx− y||22 , (2)

where H ∈ Rn×n denotes the blur kernel h in matrix notation. Mathematically,
D(x,h) provides a maximum likelihood estimate under additive, zero-mean
Gaussian noise. The regularization term for the deblurred image is given by a
Hyper-Laplacian prior [14] derived from natural image statistics:

R(x) =

n∑
i=1

(
[∇hx]2i + [∇vx

2
i ]
) p

2 , (3)
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Fig. 1: Flowchart of the proposed binarization driven blind deconvolution method.

where 0 ≤ p ≤ 1, and ∇h and ∇v denote the gradient of x in horizontal and
vertical direction (computed pixel-wise). This term exploits sparsity of x in the
gradient domain for the regularization of image deconvolution. For the blur kernel
estimation, we enforce non-negativity of its elements hi [14] according to:

H(h) =

m∑
i=1

H(hi) where H(h) =

{
h h ≥ 0

∞ h < 0
. (4)

In order to guide the estimation of x, we propose a new consistency term to
couple deconvolution with the associated binarization s. In doing so, we exploit
the fact that discontinuities in x and s should be aligned. Although this is not
completely true for natural images, it is a reasonable assumption for document
images. For instance, a discontinuity in s associated with the boundary of a
character corresponds to a discontinuity of the intensities in x and the gradients
∇s and ∇x are equal up to scale. In background regions, one can even assume
equal gradients ∇s and ∇x. We enforce this consistency in the gradient domain
by the term:

C(x, s) = ||∇hx−∇hs||22 + ||∇vx−∇vs||22 , (5)

where we construct s such that its gradient ∇s has a consistent direction with
the gradient ∇x. For this purpose, a character at the i-th pixel in x associated
with a low intensity xi corresponds to a low probability si in the binarization s.

3 Binarization Driven Deconvolution Algorithm

The proposed method is based on the minimization of the energy function in Equa-
tion (1) and requires knowledge of the binarization s to exploit the consistency
C(x, s). However, in practice s is unknown and it would be error-prone to obtain
it from the blurred image directly using standard image binarization techniques.
For this reason, one strategy would be a formulation as joint energy minimization
w. r. t. the deblurred image, the latent blur kernel and the binarization. Unfortu-
nately, this approach is only computationally tractable with simplified models
of image binarization. In the proposed method, we solve Equation (1) w. r. t. x
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and h while the binarization s is gradually refined over t ≥ 1 iterations. The
outline of our approach as depicted in Figure 1 is as follows: First, we obtain the
binarization s(t) using soft clustering in an inner optimization as proposed in
Section 3.1. Then, we minimize Equation (1) w. r. t. x and h by exploiting the
binarization s(t) as shown in Section 3.2 and Section 3.3 according to:(

x(t),h(t)
)

= arg min
x,h

E
(
x,h, s(t)

)
. (6)

These stages are solved alternately, where (x(t−1),h(t−1), s(t−1)) is propa-
gated from iteration t − 1 to obtain refined estimates at iteration t. For an
efficient implementation that avoids local minimums, iterations are performed in
a coarse-to-fine scheme [19,14]. Starting at the coarsest level that is obtained by
downsampling the input image and the support of the blur kernel, we gradually
estimate the deblurred image and the blur kernel over different scales without
using the consistency term in a first pass. Then, the blur kernel and the deblurred
image with its binarization are refined on the finest scale using the full model with
our consistency term in a second pass. Finally, we propose a further refinement
of the deblurred image x̃ by means of guided filtering [12] that exploits the
binarization s̃ to remove remaining deblurring artifacts, e. g. ringing [19]. We
compute this refinement as the average image x = 1

2 (GF(x̃, s̃)+GF(x̃, x̃)), where
GF(p, q) denotes the guided filter with input image p and guidance image q.

3.1 Text-Specific Binarization

We formulate text binarization as a soft clustering problem using c = 2 clusters
corresponding to characters and background. Each cluster is described in a
feature space by the center µj ∈ Rd with j ∈ {1, 2}. To take the property of
text into account that adjacent pixels should be assigned to similar clusters, we
incorporate spatially regularized Fuzzy C-means clustering [22] to the proposed
text binarization. Based on the features fx that are pixel-wise extracted as
fx,i ∈ Rd at the i-th pixel in the image x, the binarization is obtained by:

(µ(t), s(t)) = arg min
µ,s

n∑
i=1

c∑
j=1

sqij
∣∣∣∣fx,i−µj

∣∣∣∣2
2
+α

n∑
i=1

c∑
j=1

n∑
k=1

wiks
q
ij(1−skj)

q, (7)

where q > 1 is a weighting parameter for the fuzzy cluster membership sij ∈ [0; 1]
of the i-th feature vector to the j-th cluster. The weights wik are set to wik = 1
if the i-th and the k-th pixel are adjacent in an 8-neighborhood and wik = 0,
otherwise. The data fidelity term of soft clustering and the regularization term
for adjacent pixels in Equation (7) are weighted to each other by α ≥ 0.

To define the feature set fx, we perform a scale space analysis over d ≥ 1
scales on the image x(t−1). The features associated with the i-th pixel are

assembled as fx,i =
(
Qi

(
x(t−1), ω1

)
Qi

(
x(t−1), ω2

)
. . . Qi

(
x(t−1), ωd

))> ∈ Rd,

where Qi(x
(t−1), ωj) is the i-th pixel of a filtered version of x(t−1) using the filter

size ωj . In this work, we implement the discrete filter Qi via 2-D median filtering.
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This provides edge preserving filtering and enables character analysis over various
scales in soft clustering. Once the features fx are extracted, the cluster centers
and the binarization map s are computed as the zero-crossings of Equation (7).
Soft clustering is obtained by alternating computation of:

µj =

∑n
i=1 s

q
ijfx,i∑n

i=1 s
q
ij

(8)

sij =

(
c∑

k=1

||fx,i − µj ||22 + α
∑n

l=1(1− sli)qwjk)

||fx,i − µk||22 + α
∑n

l=1(1− slk)qwjk

)− 1
q−1

, (9)

until convergence of the clustering procedure using s(t−1) obtained at the previous
iteration as initialization. Finally, the refined binarization s(t) is assembled from
the cluster membership degrees sij associated with the background.

3.2 Estimation of the Deblurred Image

In order to estimate the deblurred image x(t) at the current iteration, we solve
Equation (6) w. r. t. x while keeping the blur kernel fixed as h(t−1). Using the
consistency term C(x, s(t)) that couples the image x with the binarization map
s(t), the deblurred image is obtained by the energy minimization problem:

x(t) = arg min
x

{
D
(
x,h(t−1))+ λxR(x) + λcC

(
x, s(t)

)}
. (10)

This unconstrained problem is solved by the alternating direction method of
multipliers (ADMM) using Split Bregman iterations [11]. For this purpose, we
derive a constrained problem that is equivalent to Equation (10):

arg min
x,vh,vv

{
||H(t−1)x− y||22 + λc

(
||vh −∇hs

(t)||22 + ||vv −∇vs
(t)||22

)
+ λx

n∑
i=1

(
[vh]2i + [vv]2i ]

) p
2

}
s. t. vh = ∇hx,vv = ∇vx,

(11)

where vh and vv are auxiliary variables and H(t−1) is constructed from the kernel
estimate h(t−1). This provides a decoupling of the data fidelity term D(x,h) from
the regularizerR(x) and our consistency term C(x, s). For numerical optimization,
Equation (11) is re-formulated to the unconstrained minimization problem:

arg min
x,vh,vv

{
||H(t−1)x− y||22 + λv

(
||vh −∇hx− bh||22 + ||vv −∇vx− bv||22

)
+ λx

n∑
i=1

(
[vh]2i + [vv]2i ]

) p
2 + λc

(
||vh −∇hs

(t)||22 + ||vv −∇vs
(t)||22

)}
, (12)

where λv is a Lagrangian multiplier that weights the quadratic penalty terms
derived from the constraints in Equation (11), and bh and bv denote the Bregman
variables. We solve this minimization problem by coordinate descent for x, vh
and vv, where bh and bv are chosen per Bregman iteration. Similar to [14], the
optimization of Equation (12) is performed in the Fourier domain.
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3.3 Estimation of the Blur Kernel

The estimation of the blur kernel h can be done in a similar way. For blur
estimation, we minimize Equation (6) w. r. t. h and keep the deblurred image
given by x(t) fixed. Hence, we can omit the consistency term and optimize only
the deconvolution term. Similar to prior work [14,19], the kernel is estimated in
the gradient domain resulting in the energy minimization problem:

h(t) = arg min
h

{
D
(
∇x(t),h

)
+ λhH(h)

}
. (13)

Then, we use ADMM and introduce the auxiliary variable g to substitute the
blur kernel h in the regularizer H(h), the associated Bregman variable bg, and
the Lagrange multiplier λg. This yields the unconstrained problem:

arg min
h,g

{
||∇X(t)h−∇y||22 + λhH(g) + λg||h− g − bg||22

}
, (14)

where we reformulated Hx(t) as X(t)h. Minimization is performed by coordinate
descent for h and g in the Fourier domain with a re-centering of the kernel after
each iteration [14]. The non-negativity constraint according to Equation (4) is
enforced at each iteration using thresholding of the kernel elements hi.

4 Experiments and Results

We evaluated our algorithm on artificial and real document images. For a quanti-
tative evaluation, we used an artificial dataset consisting of 18 images of sizes
between 120× 120 and 240× 240 pixel that were simulated by blurring ground
truth images with a 15×15 Gaussian kernel of standard deviation σb = 2.5,
see Figure 2. Moreover, images were disturbed by adding zero-mean Gaussian
noise with varying standard deviation σn. To demonstrate the performance of
our approach in terms of binarization, we used 19 excerpts of real historical
documents with manually generated ground truth text binarizations. Our method
was compared with the general-purpose deconvolution approach of Kotera et
al. [14] and the method of Pan et al. [19] that has been recently proposed for text
images. The F1 measure was used to assess the reliability of text binarization.
For artificial data with known ground truth grayscale images, we also measured
the peak-signal-to-noise ratio (PSNR) as well as structural similarity (SSIM).

Deconvolution Results. For a quantitative evaluation, the Gaussian noise stan-
dard deviation to simulate artificial text images was first set to σn = 0.01. Then,
we adjusted the regularization weights of all compared deconvolution methods on
one single training image taken from our simulated data by optimizing the PSNR
of the deblurred image. In addition to pure blind deconvolution, we applied blind
deconvolution and binarization as a two-stage approach using the methods of
Kotera et al. [14] and Pan et al. [19] followed by hard thresholding using Otsu’s
method [18]. To assess binarization achieved by our method, we employ the
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(a) Original (b) Kotera [14] (c) Pan [19] (d) Proposed (e) Ground truth

Fig. 2: Blind deconvolution results on simulated data with known ground truth.
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Fig. 3: Influence of Gaussian noise with standard deviation σn to blind deconvolu-
tion and the binarization obtained from the deblurred images. We evaluated the
median of all quality measures over 18 simulated images with ground truth data.

binarization provided in the final pass of our coarse-to-fine optimization. For
this setup, Table 1 compares the blind deconvolution methods on the simulated
dataset using the PSNR and SSIM measures on grayscale images and the F1
measure to assess the binarizations. In terms of all measurements, our method
consistently outperformed the methods of Kotera et al. [14] and Pan et al. [19].

Another experiment was conducted to analyze the noise robustness of the
different algorithms. Therefore, we varied the noise standard deviation of the
simulated images and compared the different deconvolution methods. Figure 3
shows the median of different quality measures over 18 simulated images. Bina-
rization driven blind deconvolution consistently outperformed the approach of
Kotera et al. [14] and achieved higher robustness with respect to image noise.
For small noise levels, it also achieved higher quality measures compared to blind
deconvolution of Pan et al. [19] with competitive results in case of severe noise.

For qualitative results on real data, we tested our method with excerpts of
document images, cf. Figure 4. As samples we used scans of historical hand-
written documents. The images are of low quality and are affected by image
noise. Compared to the results of Kotera et al. [14], binarization driven blind
deconvolution was able to reconstruct sharper boundaries of characters with
accurate denoising in the background.

Binarization Results. Although the main target of our method is image blind
deconvolution, we show that it provides also binarization results comparable to
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(a) Input (b) Kotera [14] (c) Pan [19] (d) Proposed

Fig. 4: Results of the different blind deconvolution methods applied on scanned
handwritten documents (source: Göttingen Academy of Sciences & Humanities).

Table 1: Mean and standard deviation of all quality measures for blind decon-
volution on simulated images (noise level σn = 0.01). Binarizations for [14] and
[19] were obtained by applying Otsu’s method [18] on the deblurred images.

PSNR (in dB) SSIM F1 measure

Original 17.57± 0.42 0.64± 0.02 0.72± 0.01
Kotera et al. [14] 18.30± 0.54 0.73± 0.03 0.79± 0.02
Pan et al. [19] 19.79± 0.49 0.81± 0.02 0.85± 0.02
Proposed 20.08± 0.61 0.83± 0.02 0.87± 0.02

the state of the art. To investigate the performance of the binarization routine
of our framework, we used the same artificial dataset as in the previous experi-
ments as well as the handwritten dataset with manually generated ground truth
binarization. Table 2 shows the results of our binarization in contrast to other
local [1,20,21] and global binarization methods [18] applied to the original images.
Moreover, we evaluated the deconvolution methods of Kotera et al. [14] and Pan et
al. [19] by applying the method of Bradley and Roth [1] on the deblurred images.
Binarization driven deconvolution outperformed all other binarization methods
on the artificial dataset. On the historical dataset our method performed worse
than local thresholding, but substantially outperformed global thresholding. The
proposed method also achieved higher results than the the other deconvolution
methods. Overall the method of Bradley and Roth [1] achieved slightly better
results. A visual comparison between all methods is shown in Figure 5.
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Table 2: Mean and standard deviation of F1 measure on binarizations obtained
from the artificial and handwritten documents as well as the merged dataset.
The best and second best measures per dataset are highlighted.

Artificial Handwritten Merged

Otsu [18] 0.72± 0.01 0.75± 0.15 0.73± 0.11
Sauvola and Pietikäinen [20] 0.79± 0.04 0.78± 0.07 0.79± 0.06
Bradley and Roth [1] 0.85± 0.01 0.78± 0.08 0.82± 0.07
Su [21] 0.80± 0.01 0.79± 0.09 0.80± 0.07
Kotera [14] + Bradley and Roth [1] 0.82± 0.01 0.71± 0.10 0.76± 0.09
Pan [19] + Bradley and Roth [1] 0.85± 0.02 0.73± 0.09 0.79± 0.09
Proposed 0.87± 0.02 0.76± 0.11 0.81± 0.10

(a) Reference (b) Otsu [18] (c) Sauvola [20] (d) Su [21]

(e) Bradley [1] (f) Kotera [14] (g) Pan [19] (h) Proposed

Fig. 5: Binarization results on a scanned handwritten document image.

5 Conclusions

In this work, we presented a new method for image blind deconvolution. Our
algorithm explicitly incorporates text binarization as guidance. For this purpose,
a novel consistency term serves as regularizer that couples deconvolution and
binarization. Compared to existing blind deconvolution algorithms, our method
provides more accurate deblurred intensity images as demonstrated for simulated
and handwritten documents. In addition, our method provides a binarization as
a by-product that is comparable to state-of-the-art text binarization techniques.

In our future work, we would like to incorporate our method as preprocessing
step for successive processes like HTR or paleographic analysis. From an algo-
rithmic point of view, our soft clustering procedure could benefit from the use of
text-specific features like the stroke width transform [7]. By incorporating text-
specific segmentation methods, we could extend our method to text images in the
wild, i. e., non document texts. Finally, other domains like super-resolution [10,13]
could benefit from our concept of a binarization driven deconvolution.
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