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Characterization Methods for the Detection
of Multiple Voice Disorders: Neurological,
Functional, and Laryngeal Diseases
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Abstract—This paper evaluates the accuracy of different charac-
terization methods for the automatic detection of multiple speech
disorders. The speech impairments considered include dysphonia
in people with Parkinson’s disease (PD), dysphonia diagnosed in
patients with different laryngeal pathologies (LP), and hypernasal-
ity in children with cleft lip and palate (CLP). Four different meth-
ods are applied to analyze the voice signals including noise content
measures, spectral-cepstral modeling, nonlinear features, and mea-
surements to quantify the stability of the fundamental frequency.
These measures are tested in six databases: three with recordings
of PD patients, two with patients with LP, and one with children
with CLP. The abnormal vibration of the vocal folds observed in
PD patients and in people with LP is modeled using the stability
measures with accuracies ranging from 81% to 99% depending
on the pathology. The spectral-cepstral features are used in this
paper to model the voice spectrum with special emphasis around
the first two formants. These measures exhibit accuracies ranging
from 95% to 99 % in the automatic detection of hypernasal voices,
which confirms the presence of changes in the speech spectrum due
to hypernasality. Noise measures suitably discriminate between
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dysphonic and healthy voices in both databases with speakers suf-
fering from LP. The results obtained in this study suggest that it
is not suitable to use every kind of features to model all of the
voice pathologies; conversely, it is necessary to study the physi-
ology of each impairment to choose the most appropriate set of
features.

Index Terms—Hypernasality, laryngeal pathologies (LP), noise
measures, nonlinear behavior, Parkinson’s disease (PD), periodic-
ity, spectral-cepstral modeling, stability.

I. INTRODUCTION

IFFERENT challenges have been addressed in automatic
D speech processing including intelligibility assessment,
speaker verification/identification, and recognition of paralin-
guistic phenomena in speech such as emotions and patholo-
gies. One of the aims of pathological speech processing is the
development of computer-aided tools, enabling the objective
assessment of voice. The studies found in the literature con-
sider many different characteristics of speech including spectral
and cepstral modeling, perturbation measurements [such as jit-
ter, shimmer, amplitude perturbation quotient (APQ), and pitch
perturbation quotient (PPQ)], noise content measures, prosodic
features, and nonlinear behavior [1]. Typically, all these mea-
surements are merged in the same representation space in order
to obtain high recognition rates; however, the interpretation of
those results is not completely clear. With the aim of advanc-
ing the interpretation and analysis of different voice pathologies
using different characterization methods, this paper considers
voice registers of six databases with recordings of sustained
phonations of speakers with pathologies of three different ori-
gins: laryngeal, functional, and neurological. The symptoms in
the voice of patients with laryngeal pathologies (LP) are mainly
related to breathy voice, hoarseness, and abnormal vibration of
the vocal folds due the presence of polyps and/or nodules [2].
On the other hand, one of the voice pathologies with functional
origins is hypernasality, which is the most common feature in the
voice of patients with cleft lip and palate (CLP). This pathology
causes the patient to produce voice with excess of nasalization,
which results from the inappropriate control of the velum, gen-
erating abnormal resonances in the vocal and nasal cavities [3].
The impaired laryngeal function has been clinically observed in
these patients [4]. Regarding the neurological disorders, Parkin-
son’s disease (PD) is one of the most common. The voice of
PD patients is characterized among others, by excess of tremor,
reduced loudness, monotonicity, hoarseness [5], [6].
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Fig. 1. Speech pathologies grouped according to their origin.

Since the characteristics and symptoms of the pathologies
described above are mostly different, it is worth to address dif-
ferent strategies to model each kind of pathology. In this paper,
we consider four different characterization approaches to model
these pathologies separately; thus, the paper is a step forward
to show which characterization approach is able to reflect char-
acteristics of specific vocal pathologies. The sets of considered
features include measurements to quantify the noise content in
the phonations, features to model the voice spectrum and the
cepstrum, measures to assess the stability and periodicity of the
vocal sounds, and the nonlinear behavior of the signals. Each set
of features addresses specific symptoms or phenomena of vo-
cal pathologies, enabling us to perform more detailed analyses
regarding the voice production process. These sets of features
are used in this paper to perform the automatic discrimination
of pathological and healthy speakers. The accuracies obtained
in the experiments are used to analyze which feature set is most
suitable to model each pathology.

Fig. 1 summarizes the diseases and the resulting speech
pathologies studied in this paper. The characteristics of each
speech disorder are explained below.

Neurological diseases can generate several speech impair-
ments in the patients. PD is a common neurological disorder
that affects about 2% of the people older than 65 years [7].
It is characterized by the loss of dopaminergic neurons in the
substantia nigra of the midbrain and its main symptoms include
resting tremor, bradykinesia, rigidity, and postural instability
[8]. According to the literature, the majority of patients with PD
feature some voice and speech impairments including reduced
loudness, monopitch, monoloudness, reduced stress, breathy,
hoarse voice quality, and imprecise articulation [5], [6]. As we
are only considering sustained phonation of vowels here, this
study mainly addresses the symptoms related with PD dyspho-
nia. The analysis of voice signals from PD patients has con-
sidered several techniques including perturbation measures [9],
energy content [10], nonlinear dynamics (NLD) [11], and com-
bination of several techniques [12]. Table I includes some of the
studies that have considered recordings of people with PD.

Functional pathologies are associated with problems control-
ling different limbs and/or muscles involved in the speech pro-
duction process. CLP is one of the most prevalent craniofacial
malformations and it generates different functional problems in
the vocal tract. About 1 in every 1000 children born with CLP
[19]. The speech of children with CLP is disordered even after
surgery and shows abnormal characteristics such as hypernasal-
ity or hyponasality, glottal stops, backing, and weakening of

TABLE I
SELECTION OF STUDIES CONSIDERING PD

Database Features Highest

Accuracy (%)

[12] Private - English Stability, noise, and NLD 97.7
[13] Private - Czech® Acoustic, prosodic, and 90.5
two-mass model features
[14] Private - Czech Acoustic, prosodic, 80.0
and spectral features
[15] Private - Spanish * NLD 76.8
[16] Private - German® Acoustic, prosodic 81.9
modeling, glottal excitation
[17] Private - Spanish®* Energy of unvoiced sounds 99.0
Private - German® Energy of unvoiced sounds 97.0
Private - Czech® Energy of unvoiced sounds 97.0
[10] Private - Spanish® Spectral and 90.0

cepstral measures

* Considered in this paper.
*PC-GITA [18].
TABLE I
SELECTION OF STUDIES CONSIDERING HYPERNASALITY

Database ~ Features Highest
Accuracy (%)

[27]  Private TEO 94.4
[23]  Private” MGDF 100

[28] Private Prosodic, MFCC and TEO 75.8
[29]  Private” High order LPC 100

[21] Private® Acoustic and NLD 90.6
[26]  Private® NLD 92.1

# Considered in this paper.
b Non repaired CLP i.e., patients without surgery.
TEO: Teager energy operator, LPC: linear prediction coefficients.

consonants [20]. According to previous studies, hypernasality
appears in approximately 90% of patients with CLP [20]. Hy-
pernasality has been evaluated typically using acoustic analyses
including perturbation and noise measures, spectral character-
istics, and NLD features. In [21], the authors show the suitabil-
ity of noise measures and Mel-frequency cepstral coefficients
(MFCC) for hypernasality detection in the five Spanish vowels.
In [22], different pronunciation and articulation features along
with MFCC are used to evaluate speech disorders in recordings
of German children with CLP. In [23], the authors improve the
resolution of the speech spectrum using the modified group de-
lay functions (MGDF) to find a peak located in 250 Hz. They
found that this spectral peak has a higher intensity in hyper-
nasal voices than in healthy ones. Additionally, according to
[24], velopharyngeal insufficiency or incompetence suffered by
CLP patients causes them to make compensatory movements in
the vocal tract, generating glottal stops and abnormal vibration
of the glottis. Such vibration can produce nonlinear behavior
in the vocal tract of CLP speakers [25], which can be mod-
eled using different NLD features [21]-[26]. A summary of the
database, features, and highest accuracy reported in several stud-
ies that have addressed the automatic detection of hypernasality
in speech signals are provided in Table II.

LP are characterized by increase of mass, lack of closure, and
changes in elasticity of the vocal folds. The most common disor-
ders in speech induced by LP include, among others, dysphonia,
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TABLE III
SELECTION OF STUDIES CONSIDERING LARYNGEAL PATHOLOGIES

Database ~ Features Highest
Accuracy (%)

[32] Private Stability, noise, and cepstrum 87.7
[33] MEEI Pitch, stability, and noise 96.5
[30] MEEI Stability and noise 96.1
[34] MEEI Spectral and energy 93.2
[35] Private Spectral 92.0
[36] MEEI MFCC 94.0
[37] MEEI Measures from MDVP* and MFCC 98.3
[38] MEEI Music information retrieval features 92.1
[39] MEEI Acoustic and noise 92.3
[40] MEEI Noise and MFCC 96.7

Private” MEFCC 82.1
[41] MEEI NLD 98.2

# Multi-Dimensional Voice Program (MDVP).
b Considered in this paper.
MEEI: Massachusetts Eye and Ear Infirmary.

breathiness, and hoarseness [2]. Several approaches have been
developed for the screening of LP and most of the applied pa-
rameters are based on long-term signal analysis, i.e., sustained
vowels [30]. This analysis is based on averaging local pertur-
bations and it can be divided into three categories: amplitude
perturbation, frequency perturbation, and noise measures. The
noise analysis has shown to be suitable for detecting voice dis-
orders, since most of the pathological voices contain noise in
some extent. The literature covers different noise measurements
in voice such as: signal-to-noise ratio, harmonics-to-noise ra-
tio (HNR), normalized noise energy (NNE), voice turbulence
index (VTI), soft phonation index (SPI), and glottal to noise
excitation ratio (GNE). In voice signals with LP, the nonlinear
behavior is associated with an abnormal vocal fold collision,
increased pressure-flow in the glottis, and stress—strain curves
of vocal fold tissue [31]. A selection of studies that have con-
sidered recordings of people with LP is provided in Table III.
The summary includes data of the database, features, and the
highest accuracy obtained in the automatic discrimination of
pathological and healthy speakers.

With the aim of showing which sets of features are more suit-
able to discriminate between healthy speakers and people with
different kind of pathologies, four characterization approaches
are tested on six databases with recordings of healthy speakers
and people suffering from diseases with several origins includ-
ing laryngeal, functional, and neurological. Different aspects
in the voice are modeled including noise content, periodicity,
spectral-cepstral features, and nonlinear behavior.

II. METHODOLOGY

Fig. 2 depicts the methodology applied in this study. The
stages of the process are explained in the next sections.

A. Preprocessing and Characterization

The recordings are considered in short-time frames analysis
using Hamming windows with different lengths depending on
the estimated features. The length and time shift is described

when each feature set is introduced. After the windowing pro-
cess, several features are extracted from the voice frames.

Noise measures: The presence of noise in speech is defined
as the existence of glottal noise in the signal during the phona-
tion due to an incomplete closure of the vocal folds [42]. A
set with six measures is calculated in order to perform a de-
tailed characterization of the noise content in the voice signals.
The voice recordings are windowed with Hamming windows of
40-ms length and 20-ms time shift. The set of measures includes
HNR, which is a measure of the ratio between the harmonic en-
ergy of the signal and its noise content [42]; cepstral version
of HNR; VTI, which allows the estimation of the turbulence
components in voice that appear due to the incomplete abduc-
tion of the vocal folds [42]; SPI, to evaluate the poorness of
high-frequency harmonic components [43]; NNE, to measure
the energy of the noise in the voice relative to the total energy
of the signal [42]; and GNE, which measures the amount of
excitation in voice due to the vibration of the vocal folds rela-
tive to the excitation noise due to the turbulences in the vocal
tract [44].

Periodicity and stability of voice: These properties refer to
the ability to generate constant airflow during the production
of sustained vowels [45]. In this feature set, two different win-
dowing lengths are used. For one group of measures, windows
of 40-ms length and 20-ms time shift are used. This group in-
cludes the variation of the pitch period amplitude (shimmer)
and the variation of the cycle-to-cycle pitch period (jitter). For
the second group of measures, windows of 150-ms length with
75-ms time-shift are used. This length ensures enough pitch pe-
riods to calculate several stability measures including relative
average perturbation (to quantify the difference between period-
to-period in a phonation, and for evaluating whether the period
duration is smooth over three adjacent cycles [30]), PPQ (to
quantify the variability of the pitch period evaluated in five con-
secutive cycles), and APQ (to calculate the average difference
between the amplitude of five preceding and successive pitch
periods).

Spectral-Cepstral modeling: The aim of modeling the speech
spectrum in the spectral or cepstral domains is to assess the abil-
ity of the speaker to generate periodic movements of the vocal
folds, i.e., with a lot of harmonic components (or rahmonics
in the Cepstral domain). This property is also called “spectral
wealth” in the literature [45]. Features associated with the spec-
tral and cepstral domains are included in this paper with aim of
modeling changes in the speech spectrum, especially around the
first two formants (F; and F5), where most of the energy of the
signal is concentrated. The features are computed within win-
dows of 40-ms length and 20-ms time shift. The set of features
includes 11 MFCCs, which are a smooth representation of voice
spectrum that considers the human auditory perception [36]; a
total of 28 linear predictive coefficients (LPC) are calculated
and 14 formants are extracted from the LPC spectrum of the
voice signals [46]; the amplitude and frequency values of F;
and F, are calculated from the MGDF-based speech spectrum,
and finally, the ratio between their amplitude values is also in-
cluded. Further details of the features extracted from the MGDF
can be found in [23].
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Fig. 2.

Nonlinear behavior: This is associated with several phenom-
ena observed in voice signals including nonlinear pressure-flow
in the glottis, nonlinear stress—strain curves of vocal fold tis-
sues, and nonlinearities observed in the vocal fold collision
[31]. The compensatory movements in different muscles and
limbs involved in the speech production process can also lead
to a nonlinear behavior in the speech signal. This phenomenon
appears mainly when the speaker realizes that he is speaking
inappropriately and then tries to correct the “errors” [24]. To
estimate the nonlinear features, windowing with 55-ms length
and 27.5-ms time shift is used. The set of measures evaluated
in this paper includes correlation dimension (D5), which is a
measure of the space dimensionality occupied by the points in
the reconstructed attractor [47]; largest Lyapunov exponent, de-
fined as the average divergence rate of neighbor trajectories in
the attractor [47]; Lempel-Ziv complexity, which allows us to
estimate the randomness of a voice signal [48]; Hurst exponent
(H), which measures possible long-term dependences in a time
series [47]; and four entropy measurements are also included to
estimate the uncertainty of the signal [49]. Additionally, assum-
ing that the voice signals have two components, deterministic
and stochastic, these two components are modeled with the re-
currence period density entropy and the detrended fluctuation
analysis, respectively [50].

The spectrum of voice signals produced by people with
speech impairments is modified with respect to the spectrum
of healthy voices. Those modifications can be reflected by addi-
tional peaks and/or valleys in the spectrum. This multicompo-
nent structure of the pathological voice spectrum can be modeled
using the Teager Energy Operator (TEO), which is a nonlinear
feature that is used in speech processing to model amplitude
modulations in speech. Two versions of TEO are applied in this
study. One version assumes that the voice signal can be rep-
resented as the sum of two uncorrelated components allowing
the detection of additional components introduced due to the
presence of speech impairments [27]. The other version of the
TEO is based on the fast Fourier transform. This measure shows
to be more effective in modeling the energy content of voice
signals and seems to be sensitive to specific events like the ini-
tial and final points of fricatives and plosives [51]. We included
this measure in this paper because of its robustness to model the
energy content of the voice signals. The differences between the
TEO contours estimated from healthy and pathological signals
are quantified in a total of four measurements. The set of features
includes correlation coefficient [27], Euclidean and logarithmic
distances, and the area under the absolute value of the TEO
contour [52].

Characterization

Classification Decision

Methodology addressed to discriminate between pathological and healthy voice signals.

B. Classification

A Gaussian kernel support vector machine (SVM) with soft
margin is used to discriminate between pathological and healthy
speakers. The margin parameter C' and the bandwidth of the
Gaussian kernel ~ are optimized through a grid-search with
1073 < C < 10*and 107! < 4 < 10?. The SVM is trained fol-
lowing a cross-validation (CV) strategy, i.e., one portion of the
data is chosen for training the model and the remaining is used
for testing it. The procedure is repeated several times to compute
the performance of the system and its confidence interval. As the
distribution of the train and test subsets depends mainly on the
size of the database, the CV procedure is explained in Section
III-B, after introducing the details of the databases considered
in this study. The selection criterion of C' and v was based on
the accuracy obtained in the test set, which could lead to slightly
optimistic results, but as there are only two parameters to be op-
timized, the bias effect is minimal. The SVM is used here due to
its validated success in similar studies that address the problem
of the automatic detection of pathological speech signals [10],
[26], [53], [54].

III. EXPERIMENTAL SETUP

A. Corpus of Speakers

1) Neurological Disorder: PD: Three different databases
with speakers of three languages are considered in this paper.

Spanish recordings: Recordings of the PC-GITA database
are considered [18]. It contains recordings of the five Spanish
vowels uttered by 100 speakers, 50 patients with PD and 50
healthy controls, all of them balanced in age and gender. The
age of the 25 male patients ranges from 33 to 77 (mean 62.2
=+ 11.2) and the age of the 25 female patients ranges from 44
to 75 years (mean 60.1 £ 7.8). For the case of HC, the age
of the 25 men ranges from 31 to 86 years (mean 61.2 &+ 11.3)
and the age of the 25 women ranges from 43 to 76 (mean 60.7
£ 7.7). All of the participants were recorded in a sound-proof
booth at Clinica Noel of Medellin in Colombia, using a dynamic
omnidirectional microphone and professional audio card. The
sampling frequency of the recordings was 44.1 kHz with 16
resolution bits. All of the patients were recorded in on-state,
i.e., no more than 3 h after their morning medication. The pa-
tients were diagnosed by a neurologist expert. The mean values
of their evaluation according to the motor section (the third one)
of the unified Parkinson’s disease rating scale (UPDRS-III) and
Hoehn & Yahr (H&Y) [55] scale are 36.7 + 18.7 and 2.3 £
0.8, respectively. These two scales are considered as the global
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standard for assessing the neurological state of PD patients. The
UPDRS-III only considers motor aspects of the patients and its
value ranges from 0 to 132, while H&Y ranges from 1 to 4
(lower values indicate earlier stages of the disease). PC-GITA
can be obtained through the first author of this paper and under
a nondisclosure agreement.

German recordings: This corpus consists of 176 German na-
tive speakers: 88 patients with PD (47 men and 41 women)
and 88 healthy controls (44 men, 44 women). The age of male
patients ranges between 44 and 82 years (mean 66.7 £+ 8.4),
while the age of the female patients ranges from 42 to 84 years
(mean 66.2 £ 9.7). Regarding the control group, the age of
men ranges from 26 to 83 years (mean 63.8 £ 12.7), and the
age of the women is between 54 and 79 years (mean 62.6 +
15.2). The mean values of the neurological evaluation performed
on all of the patients according to the UPDRS-III and H&Y
scales are 22.7 £ 10.9 and 2.4 £ 0.6, respectively. The speech
samples were also recorded with the patients in on-state. The
voice signals were sampled at 16 kHz with 16 resolution bits.
This database was collected in the Knappschaftskrankenhaus of
Bochum in Germany. Only the sustained phonation of the Ger-
man vowel /a/ is considered in this paper. Further details of the
data can be found in [56].

Czech recordings: This database contains sustained phona-
tions of the vowel /i/ pronounced by 42 Czech native speak-
ers: 21 with PD and 21 healthy controls (all of them are
male). The age of the patients ranges from 37 to 83 years
(mean 62.2 + 11.0), and the age of the healthy speakers ranges
from 36 to 80 years (mean 57.2 4+ 13.0). The mean values of
their evaluation according to the UPDRS-IIT and H& Y scales are
17.9 + 7.4 and 2.2 + 0.5, respectively. None of the patients had
been medicated at the recording session. The speech data were
recorded in the General University Hospital in Prague, Czech
Republic. The voice signals were sampled at 48 kHz with 16
resolution bits. Further details of this database can be found in
[54].

2) Functional Disease: CLP: The database was collected by
Grupo de Procesamiento y Reconocimiento de Seales (GPRS)
from the Universidad Nacional de Colombia, branch Maniza-
les [21]. This database includes phonations of the five Spanish
vowels uttered by children with repaired-CLP, i.e., the children
were already under post-operative speech therapy. A total of 130
children with CLP and 108 healthy controls are considered. All
of the CLP patients were evaluated by a phoniatrician and diag-
nosed with hypernasal speech. The age of the speakers in both
groups (pathological and healthy) ranged from 5 to 15 years
(mean 10). The voice recordings were captured with a sampling
frequency of 44.1 kHz and 16 bits resolution.

3) Laryngeal Pathologies: LP: Two databases are consid-
ered in this paper. The first one was collected by the Mas-
sachusetts Eye and Ear Infirmary (MEEI) Voice & Speech Lab
[57]. This database contains voice registers recorded at differ-
ent sampling frequencies. For the experiments addressed in this
study, all of the recordings were downsampled to 25 kHz with 16
bits resolution. The voice registers consist of sustained phona-
tions of the English vowel /a/ uttered by 173 patients with differ-
ent voice disorders including laryngeal cancer, polyps, nodules,

edema, among others. The control group includes a total of
53 healthy speakers. The mean age of the participants of both
groups is 37 years [33].

The second database with recordings of people suffering from
LP was collected by Universidad Politécnica de Madrid (UPM)
[58]. It contains sustained phonations of the Spanish vowel /a/.
The pathological voice set includes recordings of 200 speakers,
74 male and 126 female, with ages ranging from 11 to 76 years
(mean 36). As in the database described above, different LP are
included. The set of healthy speakers includes recordings of 199
participants: 87 males and 112 females, with ages ranging from
16 to 70 years (range 36). The sampling frequency is 50 Hz with
16 bits resolution.

All of the speakers in the databases used in this study were
evaluated by a phoniatrician, and only those participants that
showed speech impairments associated with each disease were
included from each database.

B. Experiments

The features extracted with each of the four characterization
approaches introduced in Section II are used to form four fea-
ture vectors per voice window. Four functionals are calculated
from each feature vector across the analysis windows: mean
value, standard deviation, kurtosis, and skewness. The set of
noise features contains a total of six measures; thus, a 24-D
features vector is formed per recording (6 x 4 = 24). For the
analysis of periodicity and stability of the voice registers, a total
of five measures are calculated, forming a 20-D features vector
per voice register (5 x 4 = 20). The spectral-cepstral model-
ing is performed with a set with 30 measures; thus, a 120-D
features vector is formed per recording (30 x 4 = 120). With
respect to the nonlinear behavior, it is evaluated considering a
set with 18 features, forming a 72-D feature vector per recording
(18 x 4 =172).

The SVM is trained following a CV strategy, i.e., one portion
of the data is considered for training the SVM and the rest is
for testing the resulting model. The process is repeated until
having tested all of the speakers. In order to estimate the stan-
dard deviation of the recognition rates, at least ten speakers are
included in the test sets; therefore, we are using fourfold CV
on the Czech data and for Spanish and German a tenfold CV
strategy is followed, which means to include ten and sixteen
speakers in the test sets, respectively.

C. Results and Discussion

This section includes the results obtained with the four sets of
features applied on the databases described above. The general
performance of the models presented here is mainly discussed
in terms of accuracy (Acc). Sensitivity (Sens) and specificity
(Spec) are also included to show the capability of each model to
correctly detect pathological and healthy speakers, respectively.
Additionally, the area under the receiver operating characteristic
(ROC) curve (AUC) is included in order to show the results more
compactly [59].

Table IV shows the results obtained with the noise measures
evaluated on each database. The highest accuracy is obtained
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TABLE IV
RESULTS OBTAINED WITH NOISE MEASURES

Ace % Spec % Sens % AUC
LP English lal 97 +4 97 +4 95 +9 0.93
Spanish al 80 £8 75 +14 84 £12 0.84
/al 87 £10 88 £12 86 £ 11 0.87
el 89 +8 89 +8 88 +£13 0.90
CLP Spanish i/ 92 £8 92 £10 91 £13 0.92
o/ 87T £7 83 £10 91 £14 0.90
I/ 83 +11 87 +13 78 £29 0.86
German /a/ T1+7 74 £18 67 +15 0.69
Czech i/ 8249 T7T+£16 88 15 0.84
lal TTET 79 +14 75+12 0.77
PD el 75 £6 72 +14 77T £16 0.74
Spanish i/ T7T+8 75 £10 79 +16 0.79
o/ 74+8 71+9 76 +£14 0.75
fu/ 72 £8 69 £18 75 £18 0.76
TABLE V

RESULTS OBTAINED WITH SPECTRAL-CEPSTRAL FEATURES

Acc % Spec % Sens % AUC

LP English /al 95 £5 97 +5 91 £12 0.93
Spanish lal T8 E£T 74 +16 83 £5 0.79

lal 97 +5 96 +6 98 +4 0.97

el 99 £3 97 +5 100 +£0 0.99

CLP Spanish h/ 98 £3 99 £5 97 £6 0.97
o/ 95 +6 95+ 8 95+ 7 0.95

fu/ 97 +4 97 £5 98 £6 0.98

German lal 66 +6 62 +21 70 +17 0.66

Czech i/ 76 +£11 85 +18 67 +£23 0.76

PD al 69 £8 65 +19 73 £14 0.67
el 7249 72 £19 73 +£14 0.72

Spanish i/ 67 +10 64 +20 69 £15 0.69

o/ 75 £8 73 +£16 78 £12 0.78

u/ T1+7 724+14 69 +11 0.73

with recordings of native English speakers suffering from LP.
For the functional pathologies, children with CLP exhibit accu-
racies above 82% in all of the vowels. This result indicates that
although the presence of glottal noise in the voice of children
with CLP has not been widely documented so far in the liter-
ature, this phenomenon deserves to be studied with detail. On
the other hand, with the recordings of PD patients the results
are around 77% and the highest accuracy is obtained with the
Czech vowel /i/. Note that these results are consistent with the
clinical observations describing that LP induce dysphonia prob-
lems in the speakers and increase the noise level of their voice.
These results are also consistent with previous studies on PD
patients where the suitability of dysphonia measures to detect
PD is evaluated [9].

Table V shows the results obtained with the features associ-
ated with the spectral-cepstral modeling. The results obtained
with the CLP database are above 95% in all of the Spanish vow-
els, and with the vowel /e/, the accuracy is 99%. These results
exceed those presented in [21], where the highest accuracy was
94% considering the same database and following the same CV
strategy. This increase is probably caused by the set of spectral
features considered in this paper which are designed to improve
the spectral resolution in the low frequency zone, especially

TABLE VI
RESULTS OBTAINED WITH NONLINEAR BEHAVIOR FEATURES

Ace % Spec % Sens % AUC
LP English lal 95 +4 95+5 92 +4 0.93
Spanish lal 82+£6 76 +£13 89 £8 0.86
lal 96 +£5 95+ 7 97 £ 7 0.96
lel 97 +5 96 +8 98 +6 0.97
CLP Spanish /il 94 £5 94 £6 93 £8 0.93
o/ 93 +5 92+9 93 £8 0.93
u/ 92 +8 90 + 14 96 +11 0.92
German /a/ 72+11 82+ 17 62 +29 0.77
Czech /il 81 +11 75+ 18 87 +13 0.81
lal 8 +T7 79+11 78 +£12 0.77
PD el 76 £7 84 £13 68 £16 0.74
Spanish i/ 72 +11 71 £28 72 +17 0.74
o/ 73+8 78 £20 68 £21 0.72
/ 79+9 80 £16 79 £20 0.78
TABLE VII

RESULTS OBTAINED WITH STABILITY AND PERIODICITY FEATURES

Acc % Spec % Sens % AUC

LP English /ah/ 99 +4 98 £5 100 +0 0.99
Spanish lal 82 +11 86 11 79 £21 0.79

lal 98 +4 99 +3 97 +6 0.98

el 97 +3 97 +£4 96 £6 0.96

CLP Spanish h/ 99 £3 100 4£0 98 £ 6 0.99
o/ 99 +3 100+£0 98 +6 0.99

u/ 98 £3 97 £5 98 £5 0.97

German lal 87 +17 83 +32 91 +16 0.89

Czech i/ 92 +7 97+ 7 87 £ 14 0.91

fal 91 £6 92 £7 91 £12 0.92

PD lel 81 +6 85+13 77T +15 0.83
Spanish i/ 84 +10 82 +20 86 + 18 0.83

o/ 86 9 85 +12 87 £15 0.90

/ 86 + 17 89 +15 83 +13 0.85

around 250 Hz, which is mostly affected in hypernasal speech
signals [23]. The results obtained from the recordings of patients
with LP are high but below those obtained with the features that
model the noise content in voice signals. With respect to the re-
sults obtained from recordings of PD patients, note that most of
them are around 70%, indicating that the spectral-cepstral mea-
surements included in this paper are not suitable to discriminate
between PD speakers and healthy controls.

The results with nonlinear features are shown in Table VI. The
highest accuracies are obtained with the LP and CLP databases,
in accordance with previous studies where the suitability of
nonlinear features in speakers with LP and CLP is shown [60],
[26]. For the recordings of people with PD, note that most of the
results are below 80%, which is consistent with previous studies
where the set of nonlinear features has to be merged with other
measurements such as shimmer and HNR to achieve accuracies
above 80% [12], [61].

The results obtained with the stability and periodicity mea-
sures are presented in Table VII. Note that most of the accura-
cies in the three pathologies are higher than those obtained with
other feature sets. These results reflect the laryngeal problems
previously observed by clinicians in children with CLP [3], [4].
Most of these impairments appear due to their velopharyngeal
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Fig. 3. ROC curves obtained with each set of features on each database.

insufficiency [24]. The results with the LP recordings are also
consistent with previous studies where the abnormal vibration
of vocal folds is observed in patients with LP [2]. With respect
to the results in the PD databases, the set of features included
to model periodicity and stability of sustained phonations were
shown to suitably model irregular vibration of the vocal folds in
PD patients.

Fig. 3 includes the ROC curves obtained in most of the exper-
iments. This figure allows us to show the result more detailed.
Each curve compares the results obtained with the four modeling
approaches presented in this paper. For the CLP and PC-GITA
databases, only the results with the vowel /a/ are shown.

The results obtained in this paper suggest that noise features
are suitable to model voice signals of people with LP due to the
presence of polyps, nodules, or laryngeal cancer. These mea-
sures are also suitable for assessing hypernasal speech, which
can be likely explained by laryngeal problems that have been
clinically observed in CLP patients [4]. The spectral-cepstral
modeling applied in this paper is mainly focused on char-
acterizing the voice spectrum around the first two formants.

According to the results, that seems to be suitable for modeling
the nasal formants and antiformants that appear around F; and
Fs in hypernasal voices. We are aware of the fact that the hy-
pernasal spectrum is modified in a wider spectral range and that
is the main motivation for including the high-order LPC and
the MFCCs in the set of features. The spectral-cepstral model-
ing approach is also suitable for the automatic discrimination
of voice recordings from people with LP and HC. The results
suggest that there are alterations in the harmonics of these voice
signals that are being modeled with this approach. Regarding
the NLD features, they show to be suitable to model voices from
people with LP and CLP. Although this result is consistent with
previous studies with LP [62] and CLP [21] patients, further
research is required in order to enable stronger conclusions re-
garding the interpretation of NLD features. The periodicity and
stability measures seem to be the most suitable features to assess
the three pathologies considered in this paper. This result in PD
patients is explained due to their problems to control the vocal
fold vibration, and in LP patients due to their problems to per-
form a complete closure of vocal folds. In CLP patients, it can
be explained by the compensatory movements in the vocal tract
[25]; however, considering that those movements are mainly
manifested in continuous speech, further research is required to
validate this observation in sustained phonations.

IV. CONCLUSION

Four groups of features describing different aspects of voices
have been studied: noise content, stability and periodicity,
spectral-cepstral modeling, and nonlinear behavior. The capa-
bility of each group of features to discriminate between patho-
logical and healthy voices is tested in a total of six databases
which contain recordings of patients with several pathologies
including laryngeal (dysphonia due to polyps, nodules, cancer,
among others diseases), neurological (dysphonia due to PD),
and functional (hypernasality due to CLP).

The results obtained with the stability and periodicity fea-
tures indicate that these measurements are suitable to discrimi-
nate between healthy speakers and people with different kind of
pathologies. For CLP and LP, the accuracies are around 98%. For
PD, sustained vowels of three different languages are tested and
the accuracies range between 81% and 98% depending on the
pronounced vowel and the language. Moreover, the alterations in
the voice spectrum of hypernasal signals are accurately modeled
by the spectral-cepstral approach presented in this paper, with
accuracies above 95% in the five Spanish vowels. Additionally,
the results obtained with these features in the LP databases show
that the frequency zone around the first two formants, and the
harmonic structure of the signals are also modified in voices with
dysphonia. Conversely, this phenomenon is not clearly observed
in the recordings of PD patients, who can also exhibit dysphonic
voices but mainly due to problems to control the vibration of
the vocal folds but not due to the presence of polyps, nodules,
or tumors. It seems like the voice spectrum, around the first two
formants and its harmonic structure are not equally affected in
all of the diseases. Although there are some studies that report
the presence of hypernasality in the voice of PD patients, the
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prevalence of such impairment in PD is still unclear. The noise
content of the voice signals does not show high accuracies in the
automatic discrimination of pathological and healthy speakers.
Notwithstanding these features have been widely used in the
literature to model different pathologies in voice, it seems that
the group of noise measures included in this study, which is
actually quite comprehensive, is not suitable to model noise in
voice signals (especially from Parkinson’s patients). Regarding
the results obtained with the nonlinear behavior features, the
accuracies indicate that those measurements are suitable to dis-
criminate between pathological and healthy speakers; however,
further research in this topic is necessary to find more conclusive
and interpretable results.

According to the analyses performed in this paper, before
characterizing the voice recordings, it is useful to understand
the details of the pathology considering its origin and the organs
or tissues involved in the disease and in the speech production
process. After these analyses, the characterization will not be
blind and will allow an appropriate selection of the measure-
ments to be applied. For instance, if the pathology is closely
related to the stability of vocal fold vibration, the periodicity
features could be the most appropriate, but if the problem is
related to hoarseness, the best option should be noise content
features or spectral and cepstral modeling. In any case, an in-
formed selection of the techniques that are applied to model the
voice signal could help the speech therapist and the clinician to
make more accurate decisions regarding the therapy and/or the
treatment for the patients.

Finally, there are several aspects and limitations regarding the
methods presented in this paper that need to be discussed. For
instance, the results could improve if a different classification
technique is applied, e.g., deep neural networks. This study only
considers recordings of sustained phonations; although these
analyses are relevant, experiments with continuous speech sig-
nals would allow studying other phenomena in speech related
with articulation and/or prosody. The experiments performed
with PD patients only considered the motor impairments re-
flected in the voice production, but cognitive and mood prob-
lems that are also associated with this disease were not studied
here. The computation of statistical functionals (mean value,
standard deviation, skewness, and kurtosis) could lead to lose
temporal aspects in the voice recordings; however, as only sus-
tained phonations are considered here, the quasi-stationarity can
be assumed and the information lost is minimal. The diversity
of languages is only considered in two of the three diseases
studied in this paper, which limits the comparability of the re-
sults regarding language differences in different pathologies.
For future work, we expect to perform several experiments with
continuous speech signals of different pathologies, considering
different characterization approaches, also grouped according to
the phenomena that are being modeled. Additionally, the sizes
of the databases need to be increased to assess the generalization
capability of the models.
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