Recent Machine Learning Advancements in Sensor-Based Mobility Analysis: Deep Learning for Parkinson’s Disease Assessment
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Abstract—The development of wearable sensors has opened the door for long-term assessment of movement disorders. However, there is still a need for developing methods suitable to monitor motor symptoms in and outside the clinic. The purpose of this paper was to investigate deep learning as a method for this monitoring. Deep learning recently broke records in speech and image classification, but it has not been fully investigated as a potential approach to analyze wearable sensor data.

We collected data from ten patients with idiopathic Parkinson’s disease using inertial measurement units. Several motor tasks were expert-labeled and used for classification. We specifically focused on the detection of bradykinesia. For this, we compared standard machine learning pipelines with deep learning based on convolutional neural networks. Our results showed that deep learning outperformed other state-of-the-art machine learning algorithms by at least 4.6 % in terms of classification rate. We contribute a discussion of the advantages and disadvantages of deep learning for sensor-based movement assessment and conclude that deep learning is a promising method for this field.

I. INTRODUCTION

Machine learning (ML) has been used successfully in the medical field, for example in arrhythmia classification using electrocardiogram data [1] or clinical variable regression using medical image data [2]. The advantages of ML in these and other applications are objective, data-driven, and situation-independent analysis. Specifically, ML has also been applied in the analysis of wearable inertial measurement unit (IMU) sensor data for automated assessment of movement disorders like Parkinson’s disease (PD) [3-5].

PD is one of the most common neurological movement disorders, its prevalence is up to 2% in the elderly. The cardinal motor symptoms of PD are bradykinesia, rigidity, tremor, and postural instability [6, 7]. These motor symptoms provide a major treatment target parameter. However, it is still a challenge to accurately monitor the severity of motor symptoms over time. Furthermore, low inter-rater reliability has been reported for their standardized clinical assessment [8]. Therefore, PD is an ideal model to establish, validate, and clinically apply IMU sensor-based and ML driven motor behavior approaches.

Recently, a new class of methods, deep learning [9], has gained considerable attention in the ML community. Deep learning is based on neural network theory, and makes use of multiple processing layers that learn abstract representations of the input data. Despite breaking records in image and speech recognition [10, 11], deep learning has not fully reached the IMU data analysis field. Applications exist in human activity recognition [12], but to the best of our knowledge, deep learning has so far not been applied to the field of automated movement disorder assessment. This is despite the fact that deep learning has several interesting advantages for this field: (i) it does not rely on expert-defined features, but rather on automatic extraction of features (also known as representation learning [9]), (ii) it enables the analysis of a specific task as a whole, similar to what a medical expert does in his assessment [7], and (iii) it enables individualization of the neural network structure to a specific patient [13]. Therefore, the purpose of this paper was to explore deep learning as a method for IMU-based movement disorder assessment.

Specifically, we focus on the PD motor symptom bradykinesia and contribute a comparison of the detection accuracy of deep learning with state-of-the-art ML pipelines. These pipelines typically make use of expert-defined features and algorithms like boosting, decision trees, k-nearest neighbors, and support vector machines [14-17]. Besides the comparison with these well-established approaches, we provide a discussion of the advantages and disadvantages of deep learning for sensor-based movement disorder assessment and we also point out directions for future work.

II. METHODS

A. Data Collection

Patient data was collected as part of an ongoing study on motor fluctuations supported by the Michael J. Fox Foundation. The study was approved by the institutional review board of Spaulding Rehabilitation Hospital. Ten patients diagnosed with idiopathic PD were included (Tab. I) after giving informed consent. All patients were on levodopa therapy and reported having on/off motor fluctuations. A movement disorder specialist obtained UPDRS ratings immediately prior to subsequent IMU data recording.
TABLE I. PATIENT CHARACTERISTICS.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (m:f)</td>
<td>9 : 1</td>
</tr>
<tr>
<td>Age (y)</td>
<td>64.1 ± 8.0</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>179.9 ± 12.2</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>87.0 ± 19.2</td>
</tr>
<tr>
<td>Time from diagnosis (y)</td>
<td>9.0 ± 3.4</td>
</tr>
<tr>
<td>UPDRS-III motorscore</td>
<td>49.2 ± 13.3</td>
</tr>
</tbody>
</table>

Characteristics and clinical parameters of PD patients (mean ± std. deviation).

IMU data were obtained using accelerometers integrated in the Shimmer3 platform (Shimmer Research Ltd., Dublin, Ireland). The Shimmer3 had a small form factor (51 mm x 34 mm x 14 mm) and was lightweight (15 g). The three axis accelerometer (LSM303DLHC, STMicro, Geneva, Switzerland) was set to a range of ± 8 g. Data were stored on the Shimmer3 and were later downloaded for analysis. For the present paper, data were recorded at 50.03 Hz from both upper limbs of the patients using two Shimmer3 that were attached to the midpoint of the dorsal side of the forearm (Fig. 1).

The data were recorded in a rehabilitation hospital during two visits that were three days apart. Each visit consisted of six sessions that started every 30 min. In each session, several motor tasks were recorded and assessed by a movement disorder specialist. For the present paper, we analyzed the tasks finger-to-nose and pronation-supination with the subject sitting comfortably on a chair (Fig. 1). Each task was performed with the right limb and with the left limb. Each task was performed twice for 15 s. In total, we recorded 960 individual tasks (10 patients x 2 visits x 6 sessions x 2 tasks x 2 upper limbs x 2 repetitions). The movement disorder specialist labeled each individual task with respect to the presence or the absence of bradykinesia (2 classes). Only the sensor data and associated label of the performing limb were used for subsequent analysis.

Figure 1. Overview of data recording. Participants wore two Shimmer3 units. The figure shows the execution of the two motor tasks that were used in this paper: finger-to-nose (upper images) and pronation-supination (lower images). The motor tasks were executed with the right limb (left image column) and with the left limb (right image column).

B. Classification with Standard Machine Learning Pipeline

We used a standard ML pipeline consisting of preprocessing, feature extraction and classifier training for the sake of generating classification accuracy results that could later be compared to deep learning.

For preprocessing, we derived 5 s non-overlapping segments from the sensor data of the individual tasks. Windowing in 5 s segments has been shown to produce accurate results [14, 17]. For feature extraction, we used eight standard ML features in the temporal and frequency domain computed on all three sensor axes individually (Tab. II). Although these features embodied only a subset of possible features, they represented a widely used standard set [17, 18]. Features were normalized to the range [0,1]. For classifier training, we used four state-of-the-art classification algorithms: AdaBoost.M1, PART, k-nearest neighbors (kNN), and support vector machines (SVM).

We used the embedded classification software toolbox (ECST, version 1.6) for the experiments, because it allows rapid configuration of standard ML pipelines [19]. The ECST is built on WEKA (version 3.6.6), which is a collection of ML algorithms for data mining tasks [20]. All aforementioned algorithms were parameterized using standard ECST and WEKA settings. Classifier training was performed using leave-one-subject-out crossvalidation that was implemented in the ECST. The reported classification accuracies represent the mean accuracies on the test sets.

C. Classification with Deep Learning Framework

We used a deep learning framework that employed an input layer, two convolutional neural network layers with rectified linear units (ReLUs) and max-pooling, two fully connected layers, and a soft-max output layer for classification (Fig. 2).

Convolutional layers have been found to be well suited for learning features from raw data [21]. In a convolutional layer, the input signals are filtered with different kernels, which are learnt automatically. By combining several convolutional layers, features with an increasing abstraction level can be learned from the data [9]. We applied one-dimensional kernels with additional bias to each accelerometer axis (convolution I: 8 kernels of length 32 samples; convolution II: 16 kernels of length 16 samples). The output of the convolutional layers was transformed using ReLUs with the activation function in

\[ f_{ReLU}(x) = \max(0, x). \]
By using ReLUs, the performance of deep learning systems can be improved considerably [22]. In the max-pooling step, the output of the ReLUs within a pooling window was replaced by the maximum activation. We employed overlapping pooling windows (pooling I: length 4 samples, stride 2 samples; pooling II: length 6 samples, stride 4 samples). Max-pooling layers have been found to make the features learned in the convolutional layers more robust towards variations of the position and duration of relevant signatures in the input signals [23]. Subsequent fully connected layers employed 64 ReLUs with added bias in order to find combinations of the extracted features that were suitable for the final classification step. This final step was a soft-max output layer with as many neurons as classes. A bias was added to the input of each unit. The class predicted by the network corresponded to the output unit with the highest activation.

We used Google’s TensorFlow framework (version 0.7.0) for the experiments because it allowed straightforward configuration of deep learning pipelines [24]. For network learning, we used an initial value for each weight that was drawn from a truncated normal distribution with mean 0 and standard deviation 0.1. Initial values for each bias were set to 0.1. was conducted by minimizing the cross entropy between the predicted labels and the reference labels. For the minimization, we employed Adam [25], a gradient-based optimizer for stochastic objective functions. an optimization algorithm for stochastic loss functions. The Adam algorithm was used in the configuration recommended by Kingma & Ba (learning rate $10^{-3}$, $\beta_1 = 0.9$, $\beta_2 = 0.999$, $\varepsilon = 10^{-8}$) [25].

For network learning, mini-batches of 500 labeled tasks were randomly drawn from the training data to speed up learning. To improve the robustness and generalization abilities of the network, zero-mean additive Gaussian noise with a standard deviation of 3 m/s² was added to the input signals. By creating new noise vectors in each learning step, repetitions in the presented input signals were avoided. During learning, connections in the fully-connected layers were randomly set to zero. This random dropout was applied in order to reduce overfitting of the network [26] was applied to the connections of the fully-connected layers. This was performed by randomly removing connections between units of these layers during learning. In each learning step, 50 % of the connections were maintained. Network learning was performed in a crossvalidation framework that was implemented in TensorFlow. During testing, no artificial noise was added to the data and no dropout was performed. The reported classification accuracy results represent the mean accuracies on the test sets.

### III. RESULTS

Assessment of the class distribution showed that 576 tasks were labeled with “bradykinesia present” and 384 tasks were labeled with “bradykinesia absent”. We considered this distribution to be sufficiently balanced for all classification algorithms to work without the need of additional balancing. The classification accuracies of the individual classification algorithms are given in Tab. III.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaBoost.M1</td>
<td>86.3</td>
</tr>
<tr>
<td>PART</td>
<td>81.7</td>
</tr>
<tr>
<td>kNN</td>
<td>67.1</td>
</tr>
<tr>
<td>SVM</td>
<td>85.6</td>
</tr>
<tr>
<td>Deep learning</td>
<td>90.9</td>
</tr>
</tbody>
</table>

### IV. DISCUSSION

The purpose of this paper was to explore the use of deep learning as a valuable method for wearable IMU-based movement disorder assessment. Although the study had limitations, we reported a classification accuracy result for deep learning that was at least 4.6 % better than any other standard ML pipeline. We conclude that deep learning is promising for the research area of IMU-based movement disorder assessment.

Limitations of the study were the non-optimized ML pipeline and the limited database. Regarding the first limitation, we specifically chose a non-optimized feature set without feature selection as well as no classifier parameter tuning in order to perform a fair comparison with deep learning. For the deep learning implementation, we also used non-optimized parameter values that were either predefined in TensorFlow or that were reported to work well in the literature. Regarding the second limitation, we are aware that all ML algorithms and especially deep learning need to rely on a sufficient database. Nevertheless, the presented first results give rise to the argument for a more in-depth analysis of deep learning based analysis of IMU-based movement disorder assessment.
Limitations of the deep learning method are twofold. First, the network structure that results after training is not straightforward to interpret. Although there are possibilities for interpretation [9], the interpretation of standard ML pipeline has been more broadly investigated. More work is needed in this regard for deep learning. Besides, the computational time needed for training is generally higher than for standard ML pipelines. However, this is not relevant for runtime.

Advantages of deep learning in the aforementioned context are: (i) there is no need to rely on expert-defined features [9] that may or may not represent the information content of the signal that is subjected to classification; (ii) the analysis procedure resembles what human experts do, since the whole signal segment is rated with one, continuous and clinical scale-like output [7]; (iii) an adaptation of the network to an individual patient is possible [13]; and (iv) especially deep learning based frameworks can be expected to produce better results with the growing amount of data that will become available. However, these data need high quality labels from clinical experts, which is why we repeat our call for data sharing across groups in the community [27].

Future work will target some of the shortcomings of the present study. A larger database will be generated, and the method will be individualized and optimized for other classification tasks that are relevant to PD monitoring (e.g. dyskinesia, tremor). Furthermore, we will focus on the interpretation of the learned network structure, in order to generate meaningful clinical insights from the data analysis. Lastly, these methods will be applied to data collected in the home and community settings.

In conclusion, we state that deep learning is a promising method for IMU-based movement disorder assessment. The development of wearable sensors has opened the door for long-term monitoring of patients in the home and community settings. There is a need to develop methods suitable to monitor the severity of PD symptoms in patients in and outside the clinic. We think that the recent advancement of deep learning methods in ML may make an important contribution to sensor-based motor behavior analysis.
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