Motion Compensation for Cone-Beam CT Using Fourier Consistency Conditions
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Abstract. In cone-beam CT, involuntary patient motion and inaccurate or irreproducible scanner motion substantially degrades image quality. To avoid artifacts this motion needs to be estimated and compensated during image reconstruction. In previous work we showed that Fourier Consistency Conditions (FCC) can be used in fan-beam CT to estimate motion in the sinogram domain. This work extends the FCC to 3-D cone-beam CT. We derive an efficient cost function to compensate for 3-D motion using 2-D detector translations.

The extended FCC method have been tested with five translational motion patterns, using a challenging numerical phantom. We evaluated the root-mean-square-error (RMSE) and the structural-similarity-index (SSIM) between motion corrected and motion-free reconstructions. Additionally, we computed the mean-absolute-difference (MAD) between the estimated and the ground-truth motion. The practical applicability of the method is demonstrated by application to respiratory motion estimation in rotational angiography, but also to motion correction for weight-bearing imaging of knees. Where the latter makes use of specifically modified FCC version which is robust to axial truncation.

The results show a great reduction of motion artifacts. Accurate estimation results were achieved with a maximum MAD value of 708 µm and 1184 µm for motion along the vertical and horizontal detector direction, respectively. The image quality of reconstructions obtained with the proposed method is close to that of motion corrected reconstructions based on the ground-truth motion. Simulations using noise-free and noisy data demonstrate that FCC are robust to noise. Even high-frequency motion was accurately estimated leading to a considerable reduction of streaking artifacts. The method is purely image-based and therefore independent of any auxiliary data.

PACS numbers: XXXXX

1. Introduction

Classical CT reconstruction algorithms assume a static object and an ideal scanning trajectory. In many clinical applications this assumption is violated due to movements of the patient, such as respiratory motion (Rit et al.; 2009), leading to inconsistencies in the projection data. Depending on the amplitude and frequency of the underlying motion, this can cause streaking and blurring artifacts in the reconstruction.

Different approaches exist to reduce motion-induced artifacts. Typically, the first step is to detect and estimate the motion, followed by a motion compensated reconstruction that takes the estimated motion into account. The majority of methods require additional auxiliary signals for motion estimation. In the field of cardiovascular imaging, artifacts can be reduced by clustering consistent projection images using an ECG signal (Schaefer et al.; 2006). Subsequently, the image may be further improved via registration in projection (Schwemmer et al.; 2013) or reconstruction domain (Müller et al.; 2014). Another type of motion estimation uses fiducial markers, that are identified in projection images and tracked over time (Li et al.; 2006; Choi et al.; 2014). This approach is known to be accurate but requires the attachment or even surgical placement of metallic markers to the anatomy of interest (Shirato et al.; 2003). A key problem of using auxiliary signals is that they usually reduce patient comfort and increase acquisition time thus hindering clinical workflow. Further, these signals are dedicated to very specific use cases or anatomies and may not be used in other acquisition types. For example, an ECG signal will not correlate with skeletal motion while implanting markers for conventional heart imaging does not seem reasonable. Another approach is to perform 2-D/3-D registration of a known volume or an initial reconstruction to the individual projection images (Zeng et al.; 2005; Gendrin et al.; 2012; Ouadah et al.; 2016; Berger et al.; 2016). Registration approaches have been investigated extensively for tumor tracking in the field of radiotherapy, where we refer to Rit et al. (2013) for a comprehensive review.

In principle, motion estimation methods relying on the acquired projection images only can alleviate most of these problems. Only little work has been done on purely image-based motion estimation. Some methods impose assumptions on the imaged object and optimize entropy or positivity measures for the 3-D reconstruction (Rohkohl et al.; 2013; Ens et al.; 2010). Others use mathematically formulated data consistency conditions (CC) that describe redundancies in projection or sinogram domain.

The best known CC are the Helgason-Ludwig consistency conditions (HLCC), derived by Helgason (1980) and Ludwig (1966). The HLCC state that after building image moments along the detector direction of a parallel-beam sinogram, the Fourier series expansion along the projection angles needs to be zero at well defined positions. An intuitive representation of different image moments is given by Welch et al. (1998) who use the HLCC for attenuation correction in PET acquisitions. Several extensions of the HLCC exist for the fan-beam geometry and have been used for motion estimation or detection by (Yu and Wang; 2007; Leng et al.; 2007; Clackdoyle and Desbat; 2015).
Recently, an extension to three-dimensional cone-beam geometries has been proposed by Clackdoyle and Desbat (2013). It requires that all X-ray source positions are on a plane which does not intersect the object. Therefore it is not yet applicable for circular cone-beam CT.

In addition to the HLCC there also exist FCC that are defined in the Fourier domain of the sinogram. It has been shown by Edholm et al. (1986) and Natterer (1986) that specific triangular regions in the spectrum of a sinogram have to have an absolute value close to zero. The size of these regions depends on the scanner geometry and the maximum extent of the object with respect to the system’s center of rotation. Thus, knowing the object’s extent the triangular zero regions can be precomputed. Extensions of FCC to the fan-beam geometry have been proposed by Hawkins et al. (1988); Natterer (1993); Mazin and Pelc (2010). Recently, we used the FCC for motion estimation in fan-beam CT (Berger et al.; 2014). Detector shifts are estimated for each projection angle, such that the energy in the triangular regions of the sinogram’s spectrum is minimized. Initial work for an extension of the FCC theorem to cone-beam projections was presented by Brokish and Bresler (2006). However, to our knowledge, the FCC have never been used for artifact correction in cone-beam geometries.

Both HLCC and FCC have initially been proposed for parallel-beam geometries and were extended to fan- and cone-beam geometries. In contrast, John (1938) presented full CC directly for cone-beam geometries that are related to second-order partial differential equations. The theorem provides a system of ultrahyperbolic partial differential equations for the projection images. The applicability to an actual reconstruction was however limited. Yet, extensions to a more practical formulation have more recently been made by Patch (2002b) with the application of estimating missing projection data (Patch; 2002b,a).

In this work, we present an extension of the FCC to the cone-beam geometry and apply it for motion estimation of simulated cone-beam CT data. Besides the thorough evaluation of translational motion using a challenging numerical phantom, we apply our method for respiratory motion estimation in rotational angiography, which was recently published by Unberath et al. (2017). Additionally, we show its applicability to motion correction for cone-beam CT of knees under weight-bearing conditions. Parts of this work were recently shown in Berger (2016). The extension to cone-beam CT is based on the findings of Brokish and Bresler (2006). We define a cost function that estimates horizontal and vertical detector shifts to correct for translational object motion in 3-D. The optimization is gradient-based and uses an analytic gradient computation.

2. Methods and Materials

In the following we present the FCC and its extension to the 3-D cone-beam geometry in Section 2.1. Further, we describe a cost function for the estimation of arbitrary motion models in Section 2.2. An efficient variant of the cost function and its gradient with respect to the motion parameters is presented in Section 2.3. Implications of
Motion Compensation for CBCT Using Fourier Consistency Conditions

2.1. Extended Fourier Properties of the Sinogram

It has been shown that the Fourier transform of a parallel- and fan-beam sinogram contains triangular regions with an absolute value close to zero (Edholm et al.; 1986; Natterer; 1986; Mazin and Pelc; 2010). An example of such regions is shown in Figure 1c, showing the logarithmically scaled spectrum of the sinogram in Figure 1b. The size and orientation of the empty triangular spectral regions depend on the maximum distance of the object to the center of rotation \( r_p \), as well as the source-isocenter-distance \( L \) and the detector-isocenter-distance \( D \). According to (Mazin and Pelc; 2010) the triangular regions for a flat detector fan-beam geometry can be described by

\[
\left| \frac{\gamma}{\gamma - \xi(L + D)} \right| > \frac{r_p}{L},
\]

where \( \gamma \) and \( \xi \) are the frequency variables corresponding to the projection angles and the detector rows, respectively. These triangular regions exist for perfect sinograms, that is, a perfectly circular scan without motion, truncation or beam-hardening. As shown by Berger et al. (2014) potential patient or scanner motion violates this requirement. Hence, the overall energy in the triangular spectral regions increases.

Figure 1a gives an overview of the cone-beam CT acquisition geometry and the corresponding mapping from the world to the detector coordinate system. Let \( \psi \) be the frequency variable that corresponds to the vertical detector directions. We now want to use the 2-D fan-beam properties of Eqn. 1 for the 3-D Fourier space of a cone-beam projection volume acquired with a circular source trajectory. Brokish and Bresler (2006) investigated the essential support of this 3-D Fourier domain and derived minimum sampling conditions that ensure an aliasing-free sampling of the object. The support is the opposite to the triangular zero regions and described by reversing the inequality of Eqn. 1. Further, Brokish and Bresler showed that for the majority of
cone-beam imaging devices it is sufficient to determine the support of $\gamma$ for $\psi = 0$, i.e.,
in the fan-beam case. From their numerical simulation results it becomes clear that
the variation of the support along the $\psi$-direction is negligible. Therefore, we use the
fan-beam properties from Eqn. 1 and expand them in the direction of $\psi$ to construct
the triangular zero regions for the 3-D Fourier transform.

2.2. Cost Function for Arbitrary Motion Models

To minimize the energy in the regions described by Eqn. 1, we define a cost function for
a set of $K$ projection images of size $I \times J$, i.e., for a total of $M = I \cdot J \cdot K$ measurements.
The cost function is given by

$$
e(\alpha) = \left\| W \left( F p(\alpha) \right) \right\|_2^2, \tag{2}$$

where $F \in \mathbb{C}^{M \times M}$ is a symmetric matrix that performs the 3-D discrete Fourier
transform (DFT), $p(\alpha) \in \mathbb{R}^M$ is the projection data in vector format with respect to
the motion parameters given by $\alpha$, and $W = \text{diag} \left( w \right) \in \mathbb{R}^{M \times M}$ is the diagonal matrix of
vector $w \in \mathbb{R}^M$ that represents the 3-D mask for the zero regions. The function $\text{diag}(\cdot)$
takes a vector and returns a diagonal matrix with the vector elements on its diagonal.

Further, let $\xi_i$, $\psi_j$ and $\gamma_k$ be the frequency values of the Fourier transforms’ discrete axes, over detector $u$- and $v$-directions and the projection angles $\lambda$, respectively. Using
the detector spacings $\Delta u$ and $\Delta v$ and the angular spacing $\Delta \lambda$ they can be computed by

$$
\xi_i = f(i, \Delta u, I)$$
$$
\psi_j = f(j, \Delta v, J) \quad \text{with} \quad f(l, \Delta, N) = \frac{l - 1 - \lfloor \frac{N}{2} \rfloor}{N \Delta},$$
$$
\gamma_k = f(k, \Delta \lambda, K)
$$
where $N$ is the signal’s length, $l \in [1, \ldots, N]$ its index, and $\Delta$ the sampling period. The
mask $w$ is defined as

$$
w = \left( w_{1,1,1}, \ldots, w_{i,j,k}, \ldots, w_{I,J,K} \right)^T, \tag{3}$$

where the entries of the mask are computed by an extension of the 2-D mask given in
Eqn. 1

$$
w_{i,j,k} = \begin{cases} 
1, & \text{if } \left| \frac{\gamma_k - \xi_i(L+D)}{\gamma_k - \xi_i(L+D)} \right| > \frac{r_p}{L} \\
0, & \text{otherwise}
\end{cases} \tag{4}$$

2.3. Efficient Cost Function to Estimate Detector Shifts

Given a reasonably large $L$, shifts in detector $u$- and $v$-direction can be used to
approximate 3-D translations of moderate amplitude. Our image coordinate system
is aligned with the plane of rotation for CT acquisition. In that case, 3-D motion in
direction of the detector $u$-axis can be associated with detector $u$-shifts. In contrast,
a 3-D translation towards and away from the detector makes the object or patient
appear bigger and smaller, which could be roughly approximated by an image scaling. However, the distance an object has to be moved orthogonal to the detector to introduce an error of about one pixel depends on the cone angle and is typically larger than the corresponding distance of motion parallel to the detector. Additionally, 2-D translations are applied directly in the 2-D Fourier domain of the projection images using the shift theorem. This reduces the computational cost as the 2-D-FFT of the projection images can be precomputed.

We obtain a parameter vector \( \alpha \in \mathbb{R}^{2K} \),
\[
\alpha = \left( s_1, t_1, s_2, t_2, \ldots, s_K, t_K \right)^T,
\]
where \( s_k \) and \( t_k \) are the detector shifts for projection index \( k \) in \( u \)- and \( v \)-direction, respectively. A single cost function evaluation requires only the 1-D Fourier transforms over the rotation angles, i.e., over index \( k \). The complexity of the FFT thus reduces from \( O(M \log M) \) to \( O(M \log K) \). We can rewrite Eqn. 2 to
\[
\hat{e}(\alpha) = \left\| x(\alpha) \right\|_2^2 = \left\| W (F_\lambda (T(\alpha) F_{uw} p)) \right\|_2^2
\]
where \( F_\lambda \in \mathbb{C}^{M \times M} \) and \( F_{uv} \in \mathbb{C}^{M \times M} \) denote the 1-D Fourier transforms over the angles and the 2-D Fourier transforms over the projection images, respectively. Further, \( p \in \mathbb{R}^M \) represents the original projection data and \( T(\alpha) \in \mathbb{C}^{M \times M} \) is a diagonal matrix that holds the phase factors which encode the shifts in \( \alpha \). Assuming that \( p \) is ordered first over the rows \( u \), then over the columns \( v \) and finally over the angles \( \lambda \), \( T(\alpha) \) is given by
\[
T(\alpha) = \text{diag}\left( e^{-\frac{i 2 \pi (\xi_1 s_1 + \psi_1 t_1)}} , \ldots, e^{-\frac{i 2 \pi (\xi_J s_J + \psi_J t_J)}} \right)^T.
\]
To allow for a gradient-based minimization of Eqn. 6 we need to compute the gradient with respect to the shifting parameter vector \( \alpha \). It is defined by
\[
\nabla \hat{e}(\alpha) = \left( \frac{\partial \hat{e}(\alpha)}{\partial s_1}, \frac{\partial \hat{e}(\alpha)}{\partial t_1}, \ldots, \frac{\partial \hat{e}(\alpha)}{\partial s_K}, \frac{\partial \hat{e}(\alpha)}{\partial t_K} \right)^T.
\]
Hence, the computation of the gradient requires the partial derivatives of Eqn. 6 with respect to the individual shifting parameters. The partial derivatives are computed by
\[
\frac{\partial \hat{e}(\alpha)}{\partial \alpha_l} = \frac{\partial}{\partial \alpha_l} \left\| x(\alpha) \right\|_2^2
= \frac{\partial}{\partial \alpha_l} \left( x(\alpha)^H x(\alpha) \right)
= 2 x(\alpha)^H \left( \frac{\partial}{\partial \alpha_l} x(\alpha) \right)
= 2 \left( p^H F_{uw}^H T(\alpha)^H F_\lambda^H W^H \right) \left( \frac{\partial}{\partial \alpha_l} T(\alpha) \right) F_{uw} p
= 2 p^H F_{uw}^H T(\alpha)^H F_\lambda^H W F_\lambda \left( \frac{\partial}{\partial \alpha_l} T(\alpha) \right) F_{uw} p,
\]
where $\alpha_l$ is an element of vector $\alpha$ and corresponds to either $s_l$ or $t_l$, i.e. a shift of the $l$-th projection image in $u$- or in $v$-direction, respectively. Further, $\square^H$ denotes the transposed and complex conjugated of a vector or matrix. Due to the diagonal and binary structure of $W$ it holds that $W^H = W$ and that $W^H W = W$ which was used in the last step of Eqn. 9. Note, that $x(\alpha)$ has already been computed in the cost function evaluation and does not need to be recomputed for the evaluation of the gradient. The partial derivatives of $T(\alpha)$ are given by

$$\frac{\partial}{\partial \alpha_l} T(\alpha) = \text{diag} (s) \ T(\alpha) \quad (10)$$

where $s \in \mathbb{C}^M$ holds the partial derivatives of the arguments of the exponential functions in $T(\alpha)$. Note, that a change in the parameters $s_l$ or $t_l$ only effects the 2-D Fourier transform of the $l$-th projection image. Therefore, $s$ is only non-zero at elements in the range of $[(l-1)IJ + 1, (l)IJ]$. Note also, that the multiplication in Fourier domain by $\text{diag} (s)$, corresponds to a spatial derivative of the $l$-th projection image in $u$- or $v$-direction.

2.4. Discretization and Adjustment of the Mask

The implementation of the mask $w$ according to Eqn. 4 represents a discretization of the continuous function given in Eqn. 1. Discretization includes the intersection of the continuous straight lines at non-integer positions with the discretized DFT grid, making the determination of the mask’s boundaries challenging. This process is illustrated in Figure 2a, where we can see the sampling grid as well as the discretized mask along with the continuous straight lines defined by Eqn. 1. We can see that some pixels of the mask extend over the boundary defined by the straight lines, whereas others barely touch the boundary. The implications of this inaccuracy are two-fold. First, a mask that is too large prevents the motion-induced spectral energy to be redistributed close to the support boundary. Thus, we implicitly assume that these frequencies are zero even for ideal motion-free data which may not be entirely true. Second, if the mask is too narrow, energy may be shifted to spectral bins that are close to the boundary but not accurately covered by the mask. Hence, these bins have none or only little influence on the cost function and are therefore not important for the actual consistency. During our experiments we have noticed that the latter, i.e., a too narrow mask is less robust for motion estimation leading to a low-frequency sinusoidal signal with high amplitude which interferes with the actual motion signal. Please see the discussion in Section 5 for more details.

As a result we present an adjustment of Eqn. 4 such that the mask region slightly extends over the lines. The outcome can be seen in Figure 2b, where the adjusted
mask is again visualized as gray area. The mask now extends over the solid blue lines that indicate the original boundary. As new discretization boundaries we define four shifted lines (solid, red lines) parallel to the original triangle boundary (dashed, red lines). These lines form two overlapping triangles which define our new mask region as depicted in Figure 2b. To ensure that the zero-frequencies are not contained in the adjusted mask, we exclude frequencies that are covered by both triangles. The adjustment can be easily done by modifying the distance $\epsilon$ of ideal triangle boundaries to the shifted, parallel lines.

2.5. Regularization, Optimization and Motion Compensation

By definition the FCC cost function in Eqn. 6 is invariant to shifts in $u$- or $v$-direction which are constant over the projection images, e.g. a global detector offset. Let $\varphi_{i,j,n}$ be the complex Fourier coefficient of the 2-D Fourier transform of the $n$-th projection image along $u$- and $v$-direction and $c_1$ and $c_2$ are constant shift values, respectively. Further, $x_{i,j,k}$ is the 3-D Fourier coefficient of frequency bin $(i,j,k)$ computed by

$$x_{i,j,k}(\alpha) = w_{i,j,k} \sum_{n=1}^{K} \varphi_{i,j,n} e^{-i2\pi(\xi_i s_n + \psi_j t_n)} e^{-i2\pi kn/K}.$$  \hspace{1cm} (12)

If we set $s_k = c_1$ and $t_k = c_2$, we can factorize the phase factor out of the Fourier transform’s summation

$$x_{i,j,k} = w_{i,j,k} e^{-i2\pi(\xi_i c_1 + \psi_j c_2)} \sum_{n=1}^{K} \varphi_{i,j,n} e^{-i2\pi kn/K},$$  \hspace{1cm} (13)
where $\Phi_{i,j,k}$ is the 3-D Fourier coefficient of the shift-free projection image stack at frequency bin $(i,j,k)$. The FCC theorem considers only the absolute value of the spectrum which is why the cost function in Eqn. 6 uses the complex, squared L2-norm. This is equal to the sum of element-wise complex conjugated multiplications

$$
\hat{e}(\alpha) = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} w_{i,j,k} x_{i,j,k} \overline{x_{i,j,k}},
$$

$$
\hat{e}(\alpha) = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} w_{i,j,k} \Phi_{i,j,k} \overline{\Phi_{i,j,k}} e^{i2\pi(\xi_{c1}+\psi_{c2})} e^{-i2\pi(\xi_{c1}+\psi_{c2})},
$$

showing that the cost function is independent of any constant shifts $c_1$ or $c_2$.

While a constant offset in $v$-direction corresponds only to an object shift in $z$-direction (not considering cone-beam artifacts), a constant shift in $u$-direction leads to distortions in the reconstruction. To account for this limitation and to ensure stability of the algorithm we decided to provide our method with constant motion parameters for the first projection image, i.e., $s_1 = \tilde{s}$ and $t_1 = \tilde{t}$.

We incorporate $\tilde{s}$ and $\tilde{t}$ as regularizer that extends the cost function in Eqn. 6. Our final cost function including the regularization is given by

$$
\tilde{e}(\alpha) = \hat{e}(\alpha) + \kappa \left\| \left( \begin{array}{c} s_1 - \tilde{s} \\ t_1 - \tilde{t} \end{array} \right) \right\|_2^2.
$$

As the regularizer is incorporated with the Lagrangian multiplier $\kappa$, the gradient can be computed in a straightforward manner yielding

$$
\nabla \tilde{e}(\alpha) = \nabla \hat{e}(\alpha) + \kappa \left( \begin{array}{c} s_1 - \tilde{s} \\ t_1 - \tilde{t} \end{array} \right)^T.
$$

We use an unconstrained gradient-based optimizer for the minimization of Eqn. 15. The gradient is computed analytically following Eqn. 16 whilst the inverse Hessian is approximated from the gradient using a BFGS scheme. To determine the step direction we attempt a Newton step based on the inverted Hessian. Finally, the step size is given by a line-search method. Further information about the optimizer may be obtained from Maier and Berger (2010); Verrill (2005).

The final motion estimates are directly incorporated into the projection matrices to compensate motion during the backprojection step. The function $p(p_k, \alpha)$ is used to update the original, motion corrupted projection matrices $p_k \in \mathbb{R}^{3x4}$ according to

$$
p(p_k, \alpha) = \begin{pmatrix} 1 & 0 & -\frac{s_k}{\Delta u} \\ 0 & 1 & -\frac{t_k}{\Delta v} \\ 0 & 0 & 1 \end{pmatrix} p_k.
$$

2.6. Axial Truncation: Problems and Solutions

FCC are not theoretically defined for truncated projection data. For the proposed method the truncation problem becomes visible after application of detector
translations. A detector translation using phase factors, causes image content at the detector boundary to reappear at the opposite side. This is shown in in Figures 3a and 3b, using a truncated fan-beam sinogram and its shifted version using a simulated detector translation. Application of the translation in spatial domain would also not solve the problem as the periphery is still unknown. We propose a practical extension to FCC, that allow their application to truncated data. In principle the concept would also be suitable for lateral truncation, however, within the scope of this work we focus on axial truncation only. Thus, the method becomes applicable to more realistic data, where axial truncation is usually unavoidable.

To ensure that the projection image is of limited extent, we multiply each image with an apodization function that smoothly fades out to zero in horizontal detector direction. This weighting emulates a maximum object size along the scanner’s rotation axis. However, apodization has to be performed after application of estimated motion parameters in order to avoid intensity variations due to the windowing function itself. For motion estimation we use a Blackman-Harris apodization function as depicted in Fig. 4. The function is then multiplied with each column of all projection images, after applying the estimated translations. However, instead of a regular Blackman-Harris window, that covers the full detector height, we limit the range by \( t_{\text{max}} \) at its borders. As a result, any translation \( t_k \in [-t_{\text{max}}, t_{\text{max}}] \) will not cause a periodic reappearance at bottom or top of the detector.

Apodization is easily integrated into the cost functions in Equations 2 and 6. Let \( A = \text{diag}(a) \in \mathbb{R}^{IJ \times IJ} \) be the diagonal matrix which holds all weights \( a \in \mathbb{R}^{IJ} \) of the apodization function. Following Harris (1978) it is defined by,

\[
d_{i,j,k} = \begin{cases} 
0 & \text{if } j \notin \left[\frac{t_{\text{max}}}{\Delta v} \right] + 1, J - \frac{t_{\text{max}}}{\Delta v} \\
\sum_{l=0}^{3} c_l \cdot \cos \left( \frac{l(2\pi j')}{J} \right) & \text{otherwise}
\end{cases}
\]

with adjusted index \( j' = j - \frac{t_{\text{max}}}{\Delta v} - 1 \) and reduced window width \( J' = J - 2\frac{t_{\text{max}}}{\Delta v} \), where \( \lfloor \cdot \rfloor \) represents rounding to the next highest integer. The coefficients
Figure 4: Adjusted window function to allow for translations $t_k \in [-t_{max}, t_{max}]$ on truncated data. Yellow, dashed line: Original Blackman-Harris function with a width of $j \in [1, J]$. Blue, solid line: Adjusted function ranging from $j \in \left[ \left\lceil \frac{t_{max}}{\Delta v} \right\rceil + 1, J - \left\lfloor \frac{t_{max}}{\Delta v} \right\rfloor \right]$. are given by $c_0 = 0.35875, c_1 = -0.48829, c_2 = 0.14128, c_3 = -0.01168$.

The cost functions in Eqn. 2 is now adjusted to

$$e(\alpha) = \| W ( F A p(\alpha)) \|_2^2.$$  \hspace{1cm} (19)

However, incorporating $A$ into the efficient cost function described by Eqn. 6, requires an additional inverse (i.e., $F^H uv$) and forward (i.e., $F_{uv}$) 2-D FFT, yielding

$$\hat{e}(\alpha) = \frac{1}{2} \| W \left( F_{\lambda} \left( F_{uv} A F^H_{uv} \right) (T(\alpha) F_{uv} p) \right) \|_2^2.$$  \hspace{1cm} (20)

Consequently, the computational benefit of this description would vanish. Yet we can exploit the convolution theorem and apply the window by convolution with its Fourier transform. It is particularly beneficial that the Blackman-Harris window, has only a small number of nonzero Fourier coefficients (Harris; 1978). For $t_{max} = 0$ it holds that only four unique spectral coefficients are present, requiring seven multiplications and six summations at each Fourier coefficient to perform apodization. This is no longer true for $t_{max} > 0$, as the window’s spectrum is no longer sparse. However, in practice using only a small number of most significant coefficients, reduces complexity and still leads to a good approximation of the actual window. In practice, we chose to retain eight unique spectral coefficients, which led already to a very close approximation to the actual window function. Note, that the cost function’s gradient in Eqn. 9 is still valid. Yet, it now also includes an apodization step, thus, obtaining partial derivatives also requires described convolution in spectral domain.

An unwanted side effect of apodization is that the overall energy of the spectrum may not remain constant. Hence, energy in the triangular regions can also be reduced by translations that move high intensities such that they observe a lower weight.
during apodization. To reduce this effect, we propose regularization with the motion parameters’ squared L2 norm. The updated cost function is given by

$$e'(p) = \tilde{e}(p) + \kappa' \left( \frac{1}{2IJ\bar{K}}p^T \tilde{p} \right).$$

Consequently, the overall gradient of the cost function may be computed by

$$\nabla e'(p) = \nabla \tilde{e}(p) + \kappa' \left( \frac{1}{IJ\bar{K}}p \right).$$

(21)

(22)

Similar to Eqn. 15 an additional Lagrangian multiplier $\kappa'$ is used to create a single combined cost function for optimization.

2.7. Implementation Details

The runtime of a single cost function and gradient evaluation is crucial for the practical applicability of our algorithm. First tests based on a single-threaded CPU implementation revealed a high runtime of several minutes for only a single evaluation of the cost function due to multiple iterations over the projection volume and the 3-D Fourier transform. We save time by exploiting the shift theorem and use Eqn. 6 so that $F_{uv}p$ can be precomputed prior to the optimization. To further speed up the recurring 1-D-Fourier transform over the angular direction, we also swapped dimensions such that the projection angles are stored sequentially in memory. Further, we decided to exploit the parallelizable nature of the problem and implemented all necessary computations on the GPU using OpenCL.

2.7.1. Cost Function Evaluation

For large data (in our case $640 \times 480 \times 512 \times 2 \times 4$ Byte/1024² $\approx$ 1200 MB), it may be infeasible to store multiple copies of the projection stack in GPU memory. Therefore, we only keep a single copy of the data on the GPU, representing the shifted projection images. The parameter vector for the $n$-th iteration, i.e. $\alpha^n$ is given by the optimizer and builds upon the original motion-corrupted data. As a first step we build a relative parameter vector $\Delta \alpha^n = \alpha^n - \alpha^{n-1}$, where $\alpha^{n-1}$ denotes the parameter vector of the previous iteration. Instead of applying $\alpha^n$, we use the relative shifts in $\Delta \alpha^n$ and apply them directly to the already shifted projection volume.

The algorithm for a single cost function evaluation consists of the following steps:

(i) Compute relative parameter vector: $\Delta \alpha^n = \alpha^n - \alpha^{n-1}$

(ii) Apply shifts: Performs the complex multiplication with the phase factors derived from $\Delta \alpha^n$. We precompute two vectors holding all $\psi$ and $\xi$ values. In every iteration, only the relative parameter vector $\Delta \alpha^n$ needs to be transferred to the GPU.

(iii) Angular 1-D FFTs: We use a GPU-based OpenCL library for the 1-D FFT along the projection angles. This implementation does not support memory efficient in-place transforms, which is why we store the 3-D FFT result separately.
(iv) L2-norm and mask: The sum of all magnitudes in the mask region is built using a GPU-based parallel reduction. Note, that only the summation result needs to be transferred back to the host. The mask indicating the frequency-region we want to minimize is precomputed according to Eqn. 3, hence, only the final result of the summation needs to be transferred back to the host.

2.7.2. Gradient Computation  
Eqns. 8 and 9 state that the gradient vector requires computation of $x(\alpha) \frac{\partial}{\partial \alpha} x(\alpha)$ for each of the $2K$ partial derivatives. $x(\alpha)$ is already computed, as the gradient computation is executed after the cost function evaluation. $\frac{\partial}{\partial \alpha} x(\alpha)$ consists of a multiplication of the precomputed 2-D Fourier transforms $F_{uv}p$, with the partial derivatives of the shifting matrix $\frac{\partial}{\partial \alpha} T(\alpha)$, followed by the angular Fourier transform $F_\lambda$. Thus, naive implementation requires one Fourier transform per partial derivative. However, a mathematical trick allows to avoid computation of the angular FFTs entirely.

We exploit the fact that $\frac{\partial}{\partial \alpha} T(\alpha)$ will only be non-zero for values corresponding to the $l$-th projection image. The same holds for $\frac{\partial}{\partial \alpha} T(\alpha) F_{uv}p$. Using the notation in Section 2.5, we define the angular FFT of the partial derivative as

$$\frac{\partial}{\partial \alpha} x_{i,j,k}(\alpha) = w_{i,j,k} \sum_{n=1}^{K} \varphi_{i,j,n} \left( \frac{\partial}{\partial \alpha} e^{-i2\pi(\xi s_n + \psi t_n)} \right) e^{-i2\pi kn/K},$$

As a result, the angular Fourier transform breaks down to a simple multiplication by $e^{-i2\pi kl/K}$ which drastically reduces the computational complexity.

Further, we make sure that the partial derivatives $\frac{\partial}{\partial s} \hat{e}(\alpha)$ and $\frac{\partial}{\partial t} \hat{e}(\alpha)$ are computed within the same GPU kernel call. As both values are based on the same data, and data transfer is the dominant time factor, this step almost halves the overall runtime.

3. Simulation and Evaluation Protocol

To evaluate our method, we perform a numerical phantom study using the 3-D FORBILD head phantom (Lauritsch and Bruder; 2001). Overall, we created five projection image stacks, where three of them suffer from high-frequency object motion and two contain only low-frequency motion. We also rendered motion-free projections to obtain ground-truth images and a reference reconstruction.

All projection images have been created using a monochromatic absorption model with a photon energy of 80 keV. The rendering was performed as described by Maier et al. (2012). It uses analytic descriptions of the phantoms which allows for a direct computation of intersection lengths. We performed noise-free and noisy simulations using a Poisson distributed noise model. The number of photons emitted from the X-ray source was limited to 5000 per detector pixel which resulted in a high noise level.
A small number of rays had large intersection lengths with bone material, so that we encountered photon starvation. Those rays produced infinite line integral values which were subsequently limited to the maximum value of the pixels that did not suffer from photon starvation.

One application field we aim for with the development of FCC-based motion estimation, is knee imaging under weight-bearing conditions. Therefore, we also evaluate the proposed method on a simulated but highly realistic dataset of two knees under load. The data is generated with the 4-D XCAT model, which is based on segmentations of real anatomies (Segars et al.; 2010). Moreover, the simulated motion is taken from a real subject by incorporating motion recordings of subjects holding a squat for 20 s using an optical camera tracking system. For details on the acquisition process and registration of the recorded to the XCAT motion we refer to (Choi et al.; 2013).

In contrast to the FORBILD phantom, axial truncation is inevitable when imaging knees. Yet, the datasets do not suffer from lateral truncation as the detector spacing was specifically increased to allow full coverage of both legs. Note, that the FCC method is not yet applicable to real knee acquisitions, as that would require full scans and possibly also truncation-free acquisitions in lateral direction. Nevertheless, we consider this experiment as a first step towards an application in real scenarios. We are specifically interested, if the proposed extension based on dynamic apodization of projection images in detector $v$-direction can account for axial truncation.

In addition to weight-bearing imaging of the knee, we recently proposed the usage of FCC for respiratory motion estimation in rotational angiography of coronary arteries (Unberath et al.; 2017). In this field, the respiratory motion of the heart is often approximated by only vertical detector translations. Thus, we restricted the optimization to only vertical translations by removing $s_k$ from the parameter vector. A synthetic rotational angiography dataset, also based on the XCAT phantom, was used for projection generation. The background structures, e.g., soft tissue and rips, were removed by a novel approach for virtual, digital subtraction angiography (DSA) to achieve truncation-free projection images, depicting contrast filled coronary arteries only (Unberath et al.; 2016). For further information on data acquisition and the setup of the experiment, we refer to (Unberath et al.; 2017). Note, that this study did not include subsequent image reconstruction, which is still challenging due to the heart’s contraction.

Table 1 shows the geometry and reconstruction parameters for the simulations. We estimate the object extent $r_p$ directly from the motion-corrupted data. We estimate $r_p$ by using the motion that shows the largest displacement in horizontal detector direction. This way, $r_p$ will be rather overestimated, causing smaller triangular regions, which prevents the mask from extending into spectral energies originating from the scanned object. First, we build the sum over dimension $J$ and dimension $K$, resulting in a vector of size $I$. Then, we manually identify the distances of the left and right zero-edge to the center, i.e. $\hat{u}_l$ and $\hat{u}_r$, respectively. The maximum object extent is estimated by fitting
Table 1: Parameters used for FORBILD and XCAT knee cases. For the rotational angiography dataset we refer to (Unberath et al.; 2017).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Ideal / Noisy</th>
<th>XCAT Knee</th>
</tr>
</thead>
<tbody>
<tr>
<td>SID</td>
<td>L</td>
<td>mm</td>
<td>600</td>
<td>780</td>
</tr>
<tr>
<td>DID</td>
<td>D</td>
<td>mm</td>
<td>600</td>
<td>418</td>
</tr>
<tr>
<td>Object size</td>
<td>r_p</td>
<td>mm</td>
<td>125.0</td>
<td>112.3</td>
</tr>
<tr>
<td>Mask adj.</td>
<td>ϵ</td>
<td>-</td>
<td>3 × 10⁻³</td>
<td>1 × 10⁻³</td>
</tr>
<tr>
<td>Detector Size</td>
<td>I × J</td>
<td>-</td>
<td>640 × 480</td>
<td>620 × 480</td>
</tr>
<tr>
<td>Pixel size</td>
<td>Δu × Δv</td>
<td>mm²</td>
<td>1.2 × 1.2</td>
<td>1.2 × 1.2</td>
</tr>
<tr>
<td>#Projections</td>
<td>K</td>
<td>-</td>
<td>512</td>
<td>256</td>
</tr>
<tr>
<td>Angular spacing</td>
<td>Δλ</td>
<td>deg</td>
<td>0.703</td>
<td>1.406</td>
</tr>
<tr>
<td>Reconstruct. size</td>
<td>R_x × R_y × R_z</td>
<td>-</td>
<td>512 × 512 × 512</td>
<td>512 × 512 × 256</td>
</tr>
<tr>
<td>Isotr. voxel size</td>
<td>-</td>
<td>mm</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>#Photons per pixel</td>
<td>-</td>
<td>-</td>
<td>- / 5000</td>
<td>-</td>
</tr>
<tr>
<td>Absorption model</td>
<td>-</td>
<td>-</td>
<td>monochromatic</td>
<td></td>
</tr>
<tr>
<td>Photon Energy</td>
<td>-</td>
<td>keV</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>

where Eqn. 24 corrects for magnification and Eqn. 25 for the fan-angle.

As described in Section 2.5, constants ˜s and ˜t have to be selected for the shift values of the first projection. We decided to set these values to the 2-D ground-truth motion to allow for an accurate quantitative comparison. Further implications on determining ˜s and ˜t are discussed in Section 5. We normalized the data term ˜e(α) such that it evaluates to 100 in the first iteration and the Lagrangian multiplier of the regularizer was set to κ = 1. Finally, the gradient-based optimizer was restricted to a maximum of 10000 iterations, yet, this limit was never reached in practice (see Section 4.6).

For the XCAT knee dataset the Lagrangian for L2 regularization κ' as well as ϵ were heuristically determined, whereas other parameters remained constant and identical to the FORBILD cases. We did not have access to ground-truth detector translations. Thus, we decided to remove the regularizer presented in Eqn. 15 by setting its Lagrangian multiplier κ = 0. However, a constant bias in motion parameters is also prevented by usage of the L2 regularizer.

Respiratory motion estimation on coronary artery data generally followed the same pipeline as was used for the FORBILD cases. Apodization was not necessary as truncation could already be removed using a virtual DSA approach.
3.1. Simulation of Translational 3-D Motion for FORBILD Phantom

In addition to a motion-free case, we simulated three high-frequency translational motion patterns and two low-frequency cases. When selecting the motion patterns we made sure that their visual effect to the triangular regions is widespread, as can be obtained from the differences of the uncorrected spectra in Figure 8 and Figure 9. We use concepts of projective geometry to efficiently describe the imaging geometry of a cone-beam CT, i.e., the mapping of 3-D world to 2-D detector coordinates, using projection matrices and homogeneous coordinates (Hartley and Zisserman; 2004). Thus, the motion can be easily incorporated by a right-multiplication with the projection matrices

\[
P_k = \hat{P}_k \begin{pmatrix} 1 & 0 & 0 & \Delta x_k \\ 0 & 1 & 0 & \Delta y_k \\ 0 & 0 & 1 & \Delta z_k \\ 0 & 0 & 0 & 1 \end{pmatrix} \quad \forall k \in [1, \cdots, K],
\]

where \( \hat{P}_k \in \mathbb{R}^{3 \times 4} \) are the original projection matrices of the circular trajectory. The matrices \( P_k \) are then used for the creation of the motion-corrupted projection images. Note, that Eqns. 27 to 31 are normalized such that they take \( \tau_k = \frac{k-1}{K-1} \in [0, 1] \) as a temporal parameter, which would effectively equal a total scan time of 1 s. Thus, motion frequencies reported below have to be interpreted in perspective and would have to be divided by a typically longer scan time. Fig. 5 provides an overview of all simulated 3-D translational motion patterns.

**Oscillating Motion (Oscil)** Our first motion type represents an accelerated, oscillating translation along the \( x-, y- \) and \( z- \) direction. It is a straightforward 3-D extension of the 2-D motion used in our fan-beam study (Berger et al.; 2014). This motion has a constant cosine oscillation with zero-mean. Low-frequency contributions are small due to a moderate setting for the acceleration factor. The translations are computed as

\[
\Delta x_k = \Delta y_k = \Delta z_k = m_{oscil}(a, b, f) = a \left( \frac{2}{1 + \exp(b \cos(2\pi f \tau_k))} - 1 \right),
\]

where \( a \) controls the amplitude, \( b \) the acceleration and \( f \) is the frequency. We set \( a = 3 \text{ mm}, \ b = 4 \) and \( f = 16 \text{ Hz} \). Note, that the amplitude is given by \( a(\exp(b) - 1)/(\exp(b) + 1) \approx 2.89 \text{ mm} \).

**Linear Increase in Frequency (Chirp)** This motion describes an oscillating cosine motion with the same amplitude along the \( x-, y- \) and \( z- \) direction. It has a zero-mean and only a moderate amplitude but the frequency increases linearly between \( [0, p] \) over the acquisition time. We use this type of translation characterize the behavior of our method for a combination of low- and high-frequency motion. It is define by

\[
\Delta x_k = \Delta y_k = \Delta z_k = a \cos(2\pi f_k \tau_k),
\]
Figure 5: Plot of all simulated 3-D translations. Except for LF-1, all translations have been simultaneously applied to x-, y- and z-direction, to ensure that the object motion covers all possible directions.

where we set the amplitude to $a = 1.5$ mm, the frequency to $f_k = (p \tau_k)$ and the frequency pitch to $p = 64$ s$^{-2}$.

**Rectangular Steps (Rect)** With this motion, we model sharp transitions of motion states by two overlapping rectangular functions of different amplitude and frequency. The rectangular function is emulated by the Oscil function in Eqn. 27 with an extreme setting for the acceleration factor $b$, i.e.,

$$
\Delta x_k = \Delta y_k = \Delta z_k = m_{oscil}(a_1, b, f_1) + m_{oscil}(a_2, b, f_2)
$$

(29)

where $a_1$ and $a_2$ as well as $f_1$ and $f_2$ correspond to the amplitude and frequency of the first and second rectangular signal, respectively. We set $a_1 = 1.5$ mm, $f_1 = 16$ Hz, $a_2 = 1.0$ mm, $f_2 = 4$ Hz and $b = 128$.

**Low-Frequency Motion 1 (LF-1)** We adopted this motion from Yu et al. (2006) who used the x- and y-axis translation for their evaluation using fan-beam CC. The object moves linearly over time in along x-, y- and z-axis with three different slopes. The motion is therefore low-frequent and has a nonzero-mean. The starting and end position are not identical, leading to a sharp transition in the periodic extension over the projection angles. This leads to strong streaking artifacts and influences the angular Fourier transform as it assumes a periodic extension. The motion is defined by

$$
\Delta x_k = q_1 \tau_k, \quad \Delta y_k = q_2 \tau_k, \quad \Delta z_k = q_3 \tau_k
$$

(30)
Motion Compensation for CBCT Using Fourier Consistency Conditions

where \( q_1, q_2 \) and \( q_3 \) are the slopes for \( x \)-, \( y \)- and \( z \)-axis which we set to \( q_1 = 6 \text{ mm s}^{-1}, \) \( q_2 = 4 \text{ mm s}^{-1} \) and \( q_3 = 3 \text{ mm s}^{-1} \).

**Low-Frequency Motion 2 (LF-2)** In contrast to LF-1, this low-frequency motion has the same start and end position. It performs a single forth-and-back transition along \( x \)-, \( y \)- and \( z \)-axis. The reconstruction artifacts are limited to motion blur and low-frequency intensity gradients as no sharp transitions exist in the angular direction of the projection stack. The motion is given by

\[
\Delta x_k = \Delta y_k = \Delta z_k = a \left( \frac{\exp(-\cos(2\pi f \tau_k)) + 1 - 1}{} \right),
\]

where we set the amplitude to \( a = \sqrt{25/2} \text{ mm} \) and the frequency to \( f = 1 \text{ Hz} \).

3.2. Evaluation Protocol of Estimated 2-D Motion Parameters

We perform a qualitative comparison of the estimated motion parameters using plot overlays. Additionally, we compute the mean-absolute-distance (MAD) and its standard deviation (SD) between the estimated and the ground-truth shifting parameters. The measures are calculated separately for each detector direction for all cases, including motion-free, noise-free and noisy data. They are defined by

\[
\text{MAD}(\alpha) = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{|s_k - g_{k1}|}{|t_k - g_{k2}|} \right),
\]

\[
\text{SD}(\alpha) = \frac{1}{K-1} \sum_{k=1}^{K} \left( \frac{(|s_k - g_{k1}| - \text{MAD}(\alpha)_1)^2}{(|t_k - g_{k2}| - \text{MAD}(\alpha)_2)^2} \right),
\]

where \( g_k = (g_{k1}, g_{k2})^T \) denotes the 2-D ground-truth motion. We compute \( g_k \) by projecting the coordinate center as well as the 3-D translations \((\Delta x_k, \Delta y_k, \Delta z_k)^T\) to 2-D detector coordinates. Due to the structure of the projection matrices, the results are directly given by the last columns of \( \hat{P}_k \) and \( P_k \), which we call \( \hat{c}_k = \left( \hat{c}_{k,1}, \hat{c}_{k,2}, \hat{c}_{k,3} \right)^T \) and \( c_k = \left( c_{k,1}, c_{k,2}, c_{k,3} \right)^T \), respectively. The projection to 2-D is then given as division by the third component. As shown in Eqn. 33, \( g_k \) can be computed by the difference of the projected 2-D points, scaled by the detector pixel sizes.

\[
g_k = \begin{pmatrix} \Delta u \\ 0 \\ \Delta v \end{pmatrix} \begin{pmatrix} c_{k,1} / c_{k,3} \\ c_{k,2} / c_{k,3} \end{pmatrix} - \begin{pmatrix} \hat{c}_{k,1} / \hat{c}_{k,3} \\ \hat{c}_{k,2} / \hat{c}_{k,3} \end{pmatrix}
\]

3.2.1. Image-Based Evaluation Protocol We performed three different reconstructions for all cases using the reconstruction settings mentioned in Table 1. The standard Feldkamp-Davis-Kress (FDK) algorithm (Feldkamp et al.; 1984) was used for image reconstruction, followed by clamping negative reconstruction intensities to zero.
Note that the upper bound for the image quality after a correction is determined by the limitations of the motion model. Detector shifts do not take the scaling effects into account that occur from motion orthogonal to the detector. To allow for a separate evaluation of the motion model and the motion estimation we perform three types of reconstructions. Initially, we created uncorrected reconstructions using the original projection matrices \( \hat{P}_k \). Thereafter, the parameter vector as obtained from the minimization of Eqn. 6 was used to create the FCC-based reconstruction. Additionally, we built reconstructions using the extracted ground-truth motion \( g_k \) directly as input to Eqn. 17. These reconstructions serve as an upper bound for the image quality that can be achieved given this motion model.

On top of a qualitative comparison we added a quantitative evaluation of the reconstructed volumes with respect to the motion-free reconstruction. We computed the root-mean-squared-error (RMSE) as well as the structural-similarity index (SSIM) proposed by Wang et al. (2004). Let \( f(x, y, z) \) be the reconstruction that we want to evaluate and \( r(x, y, z) \) the motion-free reference reconstruction. Then, the RMSE can be computed as

\[
RMSE(f, r) = \left( \frac{1}{R_x R_y R_z} \sum_{x=1}^{R_x} \sum_{y=1}^{R_y} \sum_{z=1}^{R_z} (f(x, y, z) - r(x, y, z))^2 \right)^{\frac{1}{2}}. \tag{34}
\]

It has been shown that the RMSE may not reflect the visual perception of image differences (Wang et al.; 2004). In contrast, the SSIM was designed to incorporate this information by merging information about intensity, contrast and structural differences of two images. It is defined by

\[
SSIM(f, r) = \frac{(2\mu_f \mu_r + C_1)(2\sigma_{fr} + C_2)}{\mu_f^2 + \mu_r^2 + C_1(\sigma_f^2 + \sigma_r^2 + C_2)}, \tag{35}
\]

where \( f \) and \( r \) correspond to volume regions, \( \mu_f \) and \( \mu_r \) are the mean intensity values of the regions, \( \sigma_f \) and \( \sigma_r \) are their standard deviations and \( \sigma_{fr} \), their correlation. Further, \( C_1 \) and \( C_2 \) are constants that assure stability for regions which either have a zero-mean \( (\mu_f^2 + \mu_r^2 \approx 0) \) or are free of variations \( (\sigma_f^2 + \sigma_r^2 \approx 0) \). We adjusted them to \( C_1 = (0.01B)^2 \) and \( C_2 = (0.03B)^2 \) as proposed by Wang et al. (2004), where \( B \) is the intensity range of the full reference volume \( r(x, y, z) \). We evaluate the SSIM (see Eqn. 35) locally for each voxel, using a cubical neighborhood of size \( 9 \times 9 \times 9 \). The final value is obtained by the mean over all voxel-wise SSIM values.

4. Results

4.1. Qualitative Results for the FORBILD Cases

To provide a qualitative comparison we extracted the central axial slices of the reconstructed volumes. The first row of Figure 6 shows the reconstructions of the motion-free reference and the following rows show the reconstruction of high-frequency
motion cases Oscil, Chirp and Rect, respectively. Similarly, Figure 7 depicts two cases that have initially been corrupted with a low-frequency motion pattern, namely LF-1 and LF-2.

On the columns of Figure 6 and Figure 7 we show reconstructed slices without correction (NoCorr), corrected using the proposed method (FCC), and the reference reconstruction using the ground-truth 2-D motion (CorrGT). The fourth column shows zoomed details of the head’s anterior region, containing a high amount of bone as well as a low-contrast region representing the left and right eyeball. Similarly, the fifth column depicts details of the ear region which contains high intensity variations due to bone material and inserted air bubbles. The zoom regions are indicated by yellow (dotted) and green (dashed) bounding boxes on the corresponding NoCorr reconstructions. From top to bottom the zoomed images correspond to NoCorr, FCC, and CorrGT.

For the Oscil (cf. Figure 6(f-j)) as well as for the Rect motion (cf. Figure 6(p-t)), we can see clear streaking and blurring artifacts in case no correction was applied. The Chirp motion has a lower amplitude, yet, a broad range of motion frequencies is observed, mainly resulting in streaking artifacts (cf. Figure 6(k-o)). The proposed method was able to improve image quality for all motion types. The detailed views of the anterior and the ear show that the structural loss of the Rect and Oscil motion could be well restored and the low-contrast eyeballs and the cerebral fluid can be identified after the correction. The structural image quality of the corrected reconstructions is close to that of the reconstructions using the ground-truth motion. Streaking artifacts are also reduced to a large extent, which can be clearly seen when comparing Figure 6k with Figure 6l. From the reconstructions based on the ground-truth 2-D motion we can see that a more accurate motion estimation could further improve streak reduction.

When applied to motion-free projection images our method slightly misestimates motion in detector $u$-direction as can be seen in Figure 11a. Note that Figure 6a is identical to the reconstruction in Figure 6c as the 2-D ground-truth motion was zero. Both correspond to the motion-free reference volume $r(x, y, z)$.

The reconstructions of the low-frequency motion in Figure 7 are dominated by blurring artifacts. Streaking is only present for the LF-1 motion due to an angular discontinuity based on the different starting and end positions of the object. The streaking could be well reduced by our correction as can be seen in Figure 7b and Figure 7d. The low-frequency intensity variations resulting from the LF-2 motion appear well restored when comparing Figure 7f and Figure 7g. The zoomed images of the ear region in Figure 7e and Figure 7j reveal that the spatial alignment could be enhanced for both motion types. However, there is still a noticeable difference in edge sharpness when comparing reconstructions based on the ground-truth motion and the proposed method.

In addition to the reconstruction results we show the sinograms and the logarithmically scaled magnitude of their 2-D spectra. The sinograms and spectra correspond to the central detector row. They are depicted for the high- and low-frequency motion in Figure 8 and Figure 9, respectively. The first three columns show
Figure 6: Top to bottom: Axial reconstructions for motion-free (None) and high-frequency motion data (Oscil, Chirp and Rect). Left to right: Reconstructions without correction (NoCorr), corrected using FCC and corrected with the ground-truth motion (CorrGT). Zoomed regions of Anterior and Ear regions with results from NoCorr, FCC and CorrGT as rows. (W: 697 HU, C: 105 HU).

the motion-corrupted sinogram, the corrected sinogram and a zoom to the sinograms’ region highlighted by a red (dotted) box in the motion-corrupted sinograms. The next two columns depict the corresponding spectra with a zoom to a low-frequency region in the last column.
High-frequency motion artifacts are clearly visible in the sinogram domain, especially for Oscil (cf. Figure 8g) and Rect (cf. Figure 8s), due to their higher motion amplitudes. Also the low-amplitude Chirp motion can be well identified in the zoomed sinogram in Figure 8o. Compared to the spectrum of the motion-free reference in Figure 8d, the triangular regions for all high-frequency motion patterns show a substantial increase of energy. Interestingly, Chirp motion exhibits a wider redistribution of spectral energies into the triangular regions as the Oscil motion. This indicates that the redistribution of energies is more sensitive to the motion’s frequency rather than its amplitude. Our correction method was able to restore the distorted sinogram outline which can be clearly seen in the zoomed sinogram regions of Figure 8(i,o,u). Additionally, large portions of the spectral energies could be moved back to the object’s support region, leading to a clearly visible restoration of the triangular regions.

When applying our motion correction to the motion-free data we notice very little difference in the sinogram (cf. Figure 8a and 8b) as well as the spectral domain (cf. Figure 8d and 8e).

Due to the low-frequency object motion, only little effect can be seen in the sinogram domain for the LF-1 and LF-2 motion types. Similarly, the difference between corrected and motion-corrupted sinograms is only visible from a slight shift and deformation of the sinogram boundary in Figure 9c and 9i. The changes to the triangular regions are substantially smaller than for the high-frequency motion patterns. The vertical bar in the center of the spectrum for the LF-1 motion type corresponds to the angular
Figure 8: Sinograms and their log-spectra for the central slice of the projection stack. Top to bottom: Motion-free (None) and high-frequency motion data (Oscil, Chirp and Rect). Left to right: Sinogram without correction (NoCorr), corrected using FCC, two zooms at the sinograms’ edge (Edge), the log-spectrum of the uncorrected and corrected sinogram and a zoom to the lower frequencies of the spectra (LF). Visualization window for sinograms and log-spectra were $[1.5, 5]$ and $[5, 10]$, respectively.

discontinuity due to varying start and end positions of the object. In contrast corrections for motion type $LF-2$ in Figure 9j are almost identical to the motion-free spectrum in Figure 8d. Our correction method was able to visually reduce the energy inside the spectral regions belonging to the $LF-1$ motion. However, the energy spread of the $LF-2$
motion in Figure 9l into the triangular regions even appears to increase.

In Figure 10 we show examples of reconstructions, sinograms, and spectral domain visualizations of a noise-prone case. In general, our correction method performed similarly when applied to data with a considerable amount of noise. Despite the reduction in image quality due to the noise itself, we could not observe a lower accuracy of the motion estimation when compared to the noise-free examples. This is further supported by the quantitative evaluation of the motion estimates in Table 3. Even though Figure 10i and 10j clearly show the noise in the spectral domain, we observed only minor differences between the motion estimates of noisy and noise-free data.

4.2. Quantitative Results for the FORBILD Cases

4.2.1. Image-Based Measures  The SSIM and RMSE results are given in Table 2a and Table 2b, respectively. The first three rows of the tables show the results for the ideal, noise-free data, whereas the last three rows correspond to the noisy data. We evaluated reconstructions without correction (NoCorr), the corrected versions using the proposed method (FCC) and the corrections using the 2-D ground-truth motion (CorrGT). For presentation SSIM and RMSE values are scaled by a factor 100. Thus, the maximum SSIM value is 100, which corresponds to the minimum RMSE of 0, i.e., both volumes would be identical. Note that the CorrGT values build an upper bound for the FCC results, as they merely reflect loss of image quality due to the motion model itself.

For all motion-corrupted datasets, the FCC led to a substantial increase of the SSIM value and a clear reduction of the RMSE when compared to the NoCorr values. The RMSE values of the FCC results are in a comparable range for all motion cases.
Figure 10: Top: Axial reconstructions for the noisy Oscil data. Bottom: Sinograms and spectra for central slice of projection stack. The motion estimation worked equally well as for the ideal data, despite the high amount of noise. Visualization windows are equal to Figure 6 and Figure 8.

In contrast, the improvements in SSIM are not as consistent. Cases with very high-frequency motion, i.e., Chirp and Rect, showed the highest difference between CorrGT and FCC, whereas, for other motion types FCC yielded measures close to the CorrGT results. From the SSIM results of CorrGT we can see that the high-frequency motions, i.e., Oscil, Chirp, and Rect, were most difficult to reconstruct, which may correspond to the increased level of streaking artifacts due to fast variations in the motion. These motion types also had the lowest SSIM if no correction was applied (NoCorr). When applying the FCC to a motion-free dataset (None), we notice a decrease of the SSIM by 1.6 and 1.7 for the ideal and noisy data, respectively. Similarly, Table 2b shows an increase of the RMSE by 2.6 for the ideal and 1.5 for the noisy data. Noise did not substantially change the RMSE value in case of the motion-corrupted data, yet the uncorrected, motion-free reconstruction increased from 0 to 1.4. The SSIM appears to be more sensitive to the noise with a reduction from 100 to 85.3 in case of the motion-free reference reconstruction. Despite the general reduction of SSIM values in case of noise, the relative changes of the FCC compared to NoCorr results are similar to those of the noise free cases, showing the methods robustness against noise.

4.2.2. Motion Estimation Accuracy Figure 11 shows the estimated motion $s_k$ and $t_k$ in blue for the high-frequency and the low-frequency motion, and the projected 2-D ground-truth motion $g_k$ in red on noise-free data. Additionally, Table 3 shows the MAD and
<table>
<thead>
<tr>
<th></th>
<th>None</th>
<th>Oscil</th>
<th>Chirp</th>
<th>Rect</th>
<th>LF-1</th>
<th>LF-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal</td>
<td>NoCorr</td>
<td>100.0</td>
<td>61.7</td>
<td>73.6</td>
<td>69.2</td>
<td>85.1</td>
</tr>
<tr>
<td></td>
<td>FCC</td>
<td>98.4</td>
<td>87.6</td>
<td>84.0</td>
<td>88.5</td>
<td>96.2</td>
</tr>
<tr>
<td></td>
<td>CorrGT</td>
<td>100.0</td>
<td>90.7</td>
<td>95.4</td>
<td>94.2</td>
<td>97.6</td>
</tr>
<tr>
<td>Noisy</td>
<td>NoCorr</td>
<td>85.3</td>
<td>53.8</td>
<td>64.2</td>
<td>60.6</td>
<td>72.4</td>
</tr>
<tr>
<td></td>
<td>FCC</td>
<td>83.6</td>
<td>74.9</td>
<td>72.3</td>
<td>75.7</td>
<td>81.9</td>
</tr>
<tr>
<td></td>
<td>CorrGT</td>
<td>85.3</td>
<td>77.5</td>
<td>81.2</td>
<td>80.3</td>
<td>83.2</td>
</tr>
</tbody>
</table>

(a) SSIM results

<table>
<thead>
<tr>
<th></th>
<th>None</th>
<th>Oscil</th>
<th>Chirp</th>
<th>Rect</th>
<th>LF-1</th>
<th>LF-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal</td>
<td>NoCorr</td>
<td>0.0</td>
<td>11.4</td>
<td>4.8</td>
<td>8.0</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>FCC</td>
<td>2.6</td>
<td>3.6</td>
<td>3.3</td>
<td>3.3</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>CorrGT</td>
<td>0.0</td>
<td>2.1</td>
<td>0.8</td>
<td>1.7</td>
<td>2.6</td>
</tr>
<tr>
<td>Noisy</td>
<td>NoCorr</td>
<td>1.4</td>
<td>11.5</td>
<td>5.1</td>
<td>8.1</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>FCC</td>
<td>2.9</td>
<td>3.9</td>
<td>3.6</td>
<td>3.6</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>CorrGT</td>
<td>1.4</td>
<td>2.6</td>
<td>1.7</td>
<td>2.2</td>
<td>3.0</td>
</tr>
</tbody>
</table>

(b) RMSE results

Table 2: Quantitative results for reconstructions without correction (NoCorr), corrected using the FCC method, and corrected using the 2-D ground-truth motion (CorrGT). Evaluation was performed for all motion types (see columns) with ideal and noisy data.

its SD between 2-D ground-truth and estimated motion for the ideal and noisy data. Note, that the geometric effect at the center of the reconstruction is approximately scaled by the ratio of source-isocenter- to source-detector-distance $\frac{L}{L+D}$, which in our case evaluates to $\frac{1}{2}$.

The motion in vertical detector direction $t_k$ is estimated very well in all cases and can even follow the sharp transitions of the Chirp and Rect motion (cf. Figure 11c and 11d). Also, on motion-free data (None) only very little fluctuation occurs. Quantitative results for $t_k$ in Table 3 support these findings, where the highest MAD values evaluate to 708 $\mu$m for Chirp, 415 $\mu$m for Oscil and 293 $\mu$m for Rect. After scaling by $\frac{1}{2}$ to estimate potential effects on the central reconstruction domain, all MAD values for $t_k$ result in values below the reconstruction voxel size of 500 $\mu$m.

Somewhat larger deviations are observed for the horizontal detector direction $s_k$. As can be seen in Figure 11 all estimated motion curves show a low-frequency offset to the ground-truth. Yet, the general trend of the motions’ variation is well covered, particularly for high-frequency motion in Figures 11(b,c,d). The reduced accuracy is also reflected in the MAD and SD values in Table 3, where the MAD values range between 814 $\mu$m for the motion-free data up to 1184 $\mu$m for the Chirp motion. The SD values are generally higher than those of $t_k$ with the highest values for Chirp and Rect.
Figure 11: Plots of estimated motion parameters $s_k$ and $t_k$ (solid, blue line) and the 2-D ground-truth motion (dotted, red line).

We made an interesting observation when having a closer look at the difference of estimated and ground-truth motion for the horizontal detector direction, i.e., $s_k - g_{1k}$. In Figure 12a we plotted this difference for all cases. It shows that the error is dominated by the motion estimated on the motion-free data. Thus, the estimated motion $s_k$ always consists of an additive mixture of the actual motion signal and the error estimated on
Table 3: Mean absolute difference and standard deviation (in brackets) between estimated motion parameters and 2-D ground-truth motion given in µm.

<table>
<thead>
<tr>
<th></th>
<th>None</th>
<th>Oscil</th>
<th>Chirp</th>
<th>Rect</th>
<th>LF1</th>
<th>LF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ideal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s</td>
<td>814 (472)</td>
<td>934 (548)</td>
<td>1184 (681)</td>
<td>913 (632)</td>
<td>909 (631)</td>
<td>960 (447)</td>
</tr>
<tr>
<td>t</td>
<td>11 (0)</td>
<td>415 (121)</td>
<td>708 (295)</td>
<td>293 (228)</td>
<td>217 (5)</td>
<td>194 (4)</td>
</tr>
<tr>
<td>Noisy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s</td>
<td>800 (457)</td>
<td>923 (541)</td>
<td>1171 (673)</td>
<td>899 (620)</td>
<td>881 (543)</td>
<td>946 (431)</td>
</tr>
<tr>
<td>t</td>
<td>11 (0)</td>
<td>418 (123)</td>
<td>708 (295)</td>
<td>293 (228)</td>
<td>125 (5)</td>
<td>195 (4)</td>
</tr>
</tbody>
</table>

Figure 12: (a) Differences between estimated and ground-truth motion show very similar deviations for horizontal direction. (b) Subtracting the motion, estimated on the motion-free reference data, from the estimated motion in case of motion-corrupted data, reveals a very accurate motion estimation.

the motion-free data. In Figure 12b we subtract the motion estimated on the motion-free data (cf. Figure 11a) from the estimated Chirp motion in Figure 11c resulting in a very accurate estimation of the Chirp motion. We noticed the same effect for the other motion patterns. Note, that the approach shown in Figure 12b is for visualization purposes only and was not applied to obtain reconstruction results.

The deviation for the motion-free data has an MAD of 814 µm and is in the range of -2.33 mm to 1.78 mm. The approximate motion effect in at the isocenter will be scaled by a factor of \( \frac{1}{2} \) (see Section 4.2.2) resulting in 407 µm which is still below the reconstruction voxel size of 500 µm.

4.3. XCAT Knee Phantom Under Weight-Bearing Conditions

Fig. 13 shows reconstructed images of the XCAT phantom. The images show axial slices through tibia and fibula (top row) and sagittal slices of right-sided femur, patella, and tibia (bottom row). From left to right, we can see reconstructions without motion correction (NoCorr) in Fig. 13a, after correction with FCC in Fig. 13b, and the motion-free data (GT) in Fig. 13c. Severe motion artifacts can be seen in case no correction is applied, manifested by streaking and blurring. In addition, the outlines of femur and
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Figure 13: Reconstructions of the XCAT squat phantom. Top row: Axial slices inferior to the knee joint. Bottom row: Sagittal slices through the right leg. The columns correspond to reconstructions without correction (NoCorr), after correction using FCC, and of the motion-free projection images (GT). (W: 1815 HU, C: 246 HU).

The structure of femur and patella improved by a large amount, yet, the difference to the ground-truth reconstruction is still substantial. Overall, the skin surface and soft tissue appears sharper after correction and contains less streaking artifacts.

The same quantitative evaluation as used for the FORBILD phantoms was performed. The resulting values support the visual impression in Fig. 13, where NoCorr yielded an SSIM of 69.7 and an RMSE of 5.69. After applying the proposed motion correction, image quality improved, resulting in an SSIM of 79.2 and an RMSE of 5.19.

Sinograms of the XCAT knee phantom are shown in the top row of Fig. 14. Irregular trajectories of object boundaries clearly depict the motion artifacts for the uncorrected sinogram in Fig. 14a. A location with a very apparent motion artifact is indicated by a red arrow. After correction with FCC, the sinogram appears smoother and a clear improvement can be seen at the location of severe motion. Yet, we still observe several differences when comparing FCC and GT (cf. Figures 14b and 14c). The spectra, shown with a logarithmic scaling at the bottom row of Fig. 14, depict the triangular regions for a vertical frequency of $\psi = 0 \text{mm}^{-1}$. The proposed motion correction could remove a large amount of energy from the triangular regions compared to NoCorr, yielding a sharper outline of the zero regions. However, after correction we still notice a higher amount of energies located within the zero regions, compared to the ground truth in Fig. 14c. In general, the spectral energies are in line with their assigned sinograms and
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Figure 14: Sinograms and spectra for the XCAT squat phantom. Top row: Sinograms extracted at a central slice. Bottom row: Spectra of the central slice, i.e., for \( \psi = 0 \text{mm}^{-1} \) after logarithmic scaling. Visualization windows of sinograms and spectra are \([0, 0.5]\) and \([4, 12]\), respectively.

Figure 15: (a) Angiographic image after virtual DSA. (b) Comparison of estimated (blue) and ground-truth (red) detector translations for respiratory motion estimation.

the achieved image quality.

4.4. Respiratory Motion Estimation in Rotational Angiography

We conducted a feasibility study for respiratory motion in rotational angiography. The breathing motion is estimated by vertical detector translations only. Ground-truth translations were extracted by tracking two bifurcation points at a proximal and distal point within the coronary tree. Finally, the ground-truth is given by the average displacement of the tracked point locations.
Fig. 15a shows a typical projection image after application of virtual DSA, with the background being well removed. The respiratory motion estimated by FCC is depicted as blue curve in Fig. 15b. We can clearly see that the estimation accurately follows the extracted ground truth, shown as red curve. Even the local maxima, which correspond to craniocaudal displacement during the cardiac cycle, are well covered by FCC. Even though FCC are not yet applicable for non-rigid deformations, they may be used to improve initialization for a non-rigid cardiac reconstruction.

4.5. Mask Sensitivity Analysis

The goal of this evaluation is to verify the effect of the mask’s parameters. Additionally, we aim to obtain a deeper insight in the systematic deviation of motion estimated in detector u-direction. According to our definition in Eqn. 3 and the adjustment from Section 2.4, the shape of the triangular regions depends on the estimated object radius \( r_p \) and the adjustment parameter \( \epsilon \). To get a better understanding of their non-intuitive effect on the estimation accuracy, we performed a 2-D grid-search over \( r_p \) and \( \epsilon \) values.

The MAD has been computed for each parameter configuration and for each FORBILD case. Note, that due the computational complexity (see Section 4.6), the projection volume was downsampled by a factor of four, which also led to generally worse results of the MAD.

We varied the object radius \( r_p \) from its estimated value (cf. Eqn. 25) in the range of \( \pm 50 \text{ mm} \) with a sampling distance of \( 2 \text{ mm} \). Accordingly, the extension parameter \( \epsilon \) has been adjusted in the range of \( \epsilon \in [-0.01, 0.01] \) with a sampling distance of \( 4 \times 10^{-4} \). Note, that a negative \( \epsilon \) actually decreases the triangular regions, similar to a morphological erosion, whereas, a positive value increases the region’s coverage as proposed in Fig. 2.

Fig. 16 shows the MAD results for selected FORBILD cases. The images hold MAD errors in its gray values whereas the image x- and y-axis encode \( r_p \) and \( \epsilon \), respectively. The top row corresponds to \( MAD(\alpha)_1 \) and the bottom row to \( MAD(\alpha)_2 \), i.e., to detector u- and v-direction, respectively. Interestingly, the regions where \( \epsilon > 0 \), i.e., the mask has been extended, are reproducible over all cases. However, for \( \epsilon < 0 \), i.e., for a reduced mask size, the results seem to depend strongly on the type of simulated motion. For detector v-direction we observe generally better results than for the horizontal translations. With an \( \epsilon > 0 \) consistently good results were achieved, relatively independent of variations in \( r_p \), which indicates a robust method for estimation of vertical detector translations.

The orange cross represents the parameter settings used for our evaluation, thus, they correspond to the additive bias presented in Fig. 12. For certain motion types we were able to find parameter settings with an \( \epsilon < 0 \) (smaller mask) that led to improved motion estimates in u-direction. For None, this is the case within the black area in the lower right of the top image in Fig. 16a. For Oscil these beneficial configurations are scattered within the streaky pattern, meaning that small variations could cause
Figure 16: Sensitivity analysis of mask parameters. Intensities correspond to MAD, evaluated after each optimization. Top row: Results for detector $u$-direction. Bottom row: Results for detector $v$-direction. Parameter $\epsilon \in [-0.01, 0.01]$ and $r_p$ is deviating from its initial estimate by $\pm 50$ mm. Note, the reproducibility over all cases for $\epsilon > 0$ (larger mask), whereas results for $\epsilon \leq 0$ (smaller mask) depend stronger on the motion type. Visualization window: 0 mm to 10 mm.

Large changes in the accuracy of the estimated motion. None of these settings could be identified for low-frequency motions $LF-1$ and $LF-2$.

In conclusion, an $\epsilon > 0$ led to higher robustness and stable results over all motion types. Yet, depending on the motion, the error might be reducible with a reduction of the mask size ($\epsilon < 0$). However, the outcome may be less predictable and parameter tuning becomes more difficult.

Generally, we noticed that $u$-direction motion estimates with a larger error, i.e., corresponding to the white areas of the images in Fig. 16, are always dominated by a relatively harmonic, low-frequency signal. This is well visualized in Fig. 17, where we show 100 estimated motion curves for randomly selected parameter configurations of the Oscil case. For all estimations we see that the actual oscillating motion is well estimated, yet, it is added to the clearly visible erroneous low-frequency perturbation.

One reason for the presented low-frequency bias could be the heuristic extension of 2-D to 3-D FCC introduced in Section 2.1. To verify the validity of our 3-D extension, we performed an identical sensitivity analysis for mask parameters on 2-D fan-beam data. We repeated the same numerical FORBILD simulations in 2-D, including the rendering of sinograms. Therefore, only the central slice of the detector is used and the axial direction of the individual motion types was set to $\Delta z_k = 0$. Due to the computational
Figure 17: Random selection of estimated $u$-direction translations for Oscil motion for various combinations of $r_p$ and $\epsilon$.

Figure 18: Sensitivity analysis of mask parameters for 2-D fan-beam datasets. The parameter ranges for $r_p$ and $\epsilon$ are identical to the 3-D evaluation, yet, a lower a sampling rate has been applied. Behavior of optimization method follows same trend as shown for the 3-D results (cf. Fig. 16). Visualization window: 0 mm to 30 mm.

complexity, we used a lower sampling rate, yet, the parameter ranges were identical to the 3-D experiment.

The resulting sensitivity maps for the 2-D fan-beam case are shown in Fig. 18. The motion refers only to detector shifts in $u$-direction, as for the fan-beam case no $v$-direction is present. We also observe reproducible results for $\epsilon > 0$, whereas the distributions of MAD values for $\epsilon < 0$ are very similar to the 3-D evaluation. We also observed very similar motion patterns than were estimated for the 3-D cases. This includes the low-frequency bias shown in 17. Overall, the 3-D extension of FCC performed very similar to the already more established 2-D FCC. In conclusion, the results indicate that the systematic low-frequency bias does not originate from the approximations made when extending FCC to 3-D cone-beam CT.

4.6. Robustness and Runtime

To evaluate the computational effort of the proposed algorithm, we performed runtime measurements for all simulations involving the FORBILD phantom. Thus, a total of
12 cases have been analyzed, including different motion patterns and noisy as well as noise-free data. All performance measurements were collected on a desktop computer (Windows 7 64-Bit, Intel Xeon CPU E5-1650 v3, 3.5 GHz, 32 GB RAM, Nvidia Quadro K5200, 8 GB Graphics Memory). The maximum number of iterations was never reached by the optimizer, thus, the optimization was either terminated by too small values within the function gradient or too little variations of the motion parameters.

Fig. 19 depicts the total runtime for all FORBILD cases, where the left and right bar of each case correspond to noise-free and noisy data, respectively. The number of iterations used by the optimizer is reported within the bars. The longest computation time of 1802 s was measured for the noisy LF-1 data and the lowest time of 189 s for the noisy, motion-free data. The overall runtime appears to scale linearly with the number of iterations. Runtimes of individual components are independent of the iteration count and provide a fairer comparison. Overall, 1984 iterations were performed, using the same number of gradient computations. The median gradient computation took 5734 [5725, 5743] ms, where the brackets report lower and upper quartiles. Each gradient computation consisted of 512 computation steps for partial derivatives with respect to $s_k$ and $t_k$, having a median computation time of 11.2 [11.15, 11.24] ms. The number of cost-function evaluations was 2125, hence, higher than the iteration count due to the optimizer’s line-search approach. The median evaluation time was 87.14 [87.58, 88.27] ms.

During our evaluation we initialized the estimated motion parameters with a null vector. To evaluate the robustness of the optimization process with respect to larger deviations in the initial motion estimates, we repeatedly initialized the motion parameters with detector translations drawn from a 2-D Gaussian distribution. A maximum intensity was determined by setting the standard deviations in $u$- and $v$-direction to $\sigma_u = \frac{131 \text{ mm}}{3}$ and $\sigma_v = \frac{25 \text{ mm}}{3}$, i.e., to a third of the non-radiated image borders. Translations larger than the border were truncated to the border width. Thus, no unrealistic periodic reappearance of the image content was ensured. The standard deviations were varied ten times by a factor equally distributed within $[0, 1]$. For each factor, we repeatedly applied the FCC algorithm ten times, yielding a total of 100
Figure 20: MAD for the Oscil dataset. Parameters were initialized with increasing intensity of Gaussian noise. Blue crosses show ten repetitions per intensity level, while the red curve depicts the average error.

5. Discussion and Conclusion

We extended the Fourier Consistency Conditions (FCC) from fan-beam (Berger et al.; 2014) to cone-beam CT. It is applied directly in the Fourier-space of the projection image stack. Our experiments show that it substantially reduces artifacts due to 3-D translational object motion, with the ability to detect even very high-frequency motion. A clear advantage of our method is that we do not require any temporal assumptions for the motion: for example Yu et al. (2006) limited their estimation to a polynomial model along time resulting in only 6 parameters. In contrast, we were able to successfully estimate $2K - 2 = 1022$ detector shifts independently for each projection, which allows compensation to a great variety of translational motion shapes. An extension to the full set of affine or even non-linear deformations is possible using the more general cost function in Eqn. 2. These deformations would need to be implemented in the spatial domain which prohibits the use of precomputed 2-D FFTs on the projection images and requires a 3-D FFT for each partial derivative and cost function evaluation.

Large improvements in image quality were achieved by the FCC correction method on the FORBILD phantom for all tested motion patterns, with SSIM and RMSE values close to that of the CorrGT reconstructions in most of the cases. In general, the high-frequency motions, i.e., Oscil, Chirp, and Rect, had the lowest SSIM when reconstructing with the ground-truth motion CorrGT. This may correspond to the increased level of streaking artifacts caused by the fast variations within these motion patterns. The visually observed energy within the triangular regions after applying the proposed method is in agreement with the observed residual reconstruction errors, i.e., higher for high-frequency motion and lower for low-frequency motion. Certain motion types, such as LF-2, appear to have only limited effect to the triangular regions. Nevertheless, reconstruction results improved also for the LF-2 motion and the MAD
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is comparable to other motion patterns.

The visual impression of the reconstructions is in our case better reflected by SSIM than RMSE. We believe that this is due to the SSIM’s sensitivity to the edge alignment of the object which is very indicative for quantifying motion artifacts. The SSIM also allows the verification of the applicability of a plain shifting motion model for different motion cases using the CorrGT reconstructions. The reasons for the reduction in SSIM in case of the CorrGT reconstructions are two-fold. First, the SSIM is influenced by inaccuracies of the approximative motion compensation algorithm (Schaefer et al.; 2006) especially for higher motion amplitudes. Second, a plain shifting motion model can only approximate 3-D translational motion, as the shape of the projection as well as its intensities may vary based on the magnification factor as well as the cone-angle of the CT system.

Our results show that the FCC cost function is robust to even severe Poisson distributed noise artifacts. This can be clearly seen by comparing the results of Figure 10 to the corresponding noise-free results in Figure 6(f-j) and Figure 8(g-l). Further, the relative improvement of SSIM and RMSE in Table 2 and for MAD and SD in Table 3, are not much affected by noise.

The proposed method showed very accurate results when estimating axial motion using the vertical detector direction. This makes it a promising candidate for correction of respiratory motion, where often only vertical detector translations are estimated, e.g., in the field of radiotherapy (Rit et al.; 2013). In addition to the FORBILD cases we could show that FCC are also applicable to more realistic cases. We show that respiratory motion can be accurately tracked when applied to an XCAT-based rotational angiography of the coronary arteries. Additionally, we were able to successfully apply FCC to a knee phantom simulated under weight-bearing conditions, which was based on real patient motion. This also allowed testing of the truncation robust extension of FCC using apodization windows, as introduced in Section 2.6.

A limitation of our method is that it is invariant to constant detector offsets, i.e., a general misalignment of the detector cannot be corrected. For our experiments we decided to alleviate this problem by fixing the motion parameters of the first projection image to the ground-truth motion. This was helpful in multiple ways. First, we made sure that an undefined value does not reduce image quality which allows a fair qualitative and quantitative comparison. Second, adjusting the initial parameters to the ground-truth motion implicitly aligns the reconstructions’ coordinate systems for all tested motion cases which is essential for a meaningful SSIM and RMSE computation. However, we are aware that the ground-truth motion is not available in a real scenario. We expect that a moderate offset in $v$-direction will manifest in a slight increase of cone-beam artifacts and an object shift in $z$-direction. In contrast a constant shift in $u$-direction has more severe implications on the reconstruction result. Thus, estimating only one parameter may be sufficient to obtain a reasonable image quality. A straightforward estimation method is to create reconstructions for various $u$-direction offsets and either manually select the visually most accurate reconstruction
or automatically select the best reconstruction based on image quality measures such as Entropy or Positivity (Rohkohl et al.; 2013).

An important result of our study is the systematic low-frequency deviation of the motion in horizontal detector direction as outlined in Figures 12a and 12b. The key finding is that the erroneously estimated motion in case of the motion-free data can also be found as additive bias in the residual error of the motion estimates for the motion-corrupted data. Figure 17 shows that the low-frequency deviation is often reflected by sinusoidal harmonics, depending on the parameter configuration of the mask. Yet, we were not able to specify its source exactly. One reason could be the mask’s discretization, as shown in Section 2.4. We propose a slight increase of the mask size to avoid undefined spectral regions. Our results indicate that this extension is able to stabilize the optimization and reduces the deviation to a much smaller amplitude. Additionally, we were able to show that the same deviations are also present in 2-D fan-beam geometries, proving that they do not originate from approximations during our extension to 3-D cone-beam CT.

For future work we plan an extension of the method to also lateral truncations. Additionally, we will aim to get a better understanding of the sources for the reported deviations in horizontal detector direction, e.g., by a comparison with the parallel beam geometry, where FCC have been initially derived for. The goal is to reduce the residual error for the horizontal detector motion to a similar level than for the vertical direction, yielding very accurate motion estimates and improved image quality.

6. Conclusion

In summary, this work presents a novel approach for motion estimation and compensation in 3-D cone-beam CT. The method is based on FCC that are defined in the Fourier domain of the acquired projection image stack. The method works directly in the projection domain and estimates 2-D detector shifts for each projection image in order to optimize an FCC-based cost function. Even though detector shifts may be limited to simple 3-D motion, the presented method does not rely on temporal assumptions and can therefore be considered for many types of motion. Resulting motion parameters can be easily incorporated during the final backprojection step of the image reconstruction, thus, no iterative or intermediate reconstruction is necessary. We do not require any prior reconstructions and also no additional signals such as externally attached fiducial markers or an ECG. Our extension of FCC to 3-D cone-beam CT showed promising results, when applied to a variety of motion patterns on a challenging numerical phantom. Furthermore, we could successfully apply FCC to a realistic phantom of knees under weight-bearing conditions and for respiratory motion estimation in rotational angiography of the coronaries. Particularly good results were achieved for motion along the vertical detector directions, i.e., collinear to the CT’s rotation axis. Even high-frequency motion could be accurately identified and estimated such that we noticed a great reduction of motion-induced streaking artifacts.
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