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Abstract

Purpose: Cone-beam computed tomography (CBCT) suffers from a large amount of scatter,15

resulting in severe scatter artifacts in the reconstructions. Recently, a new scatter correction

approach, called improved primary modulator scatter estimation (iPMSE), was introduced. That

approach utilizes a primary modulator that is inserted between the X-ray source and the object.

This modulation enables estimation of the scatter in the projection domain by optimizing an

objective function with respect to the scatter estimate. Up to now the approach has not been20

implemented on a clinical angiography C-arm CT system.

Methods: In our work, the iPMSE method is transferred to a clinical C-arm CBCT. Additional

processing steps are added in order to compensate for the C-arm scanner motion and the automatic

X-ray tube current modulation. These challenges were overcome by establishing a reference mod-

ulator database and a block matching algorithm. Experiments with phantom and experimental in25

vivo data were performed to evaluate the method.

Results: We show that scatter correction using primary modulation is possible on a clinical C-

arm CBCT. Scatter artifacts in the reconstructions are reduced with the newly extended method.

Compared to a scan with a narrow collimation, our approach showed superior results with an

improvement of the contrast and the contrast-to-noise ratio for the phantom experiments. In vivo30

data are evaluated by comparing the results with a scan with a narrow collimation and with a

constant scatter correction approach.

Conclusion: Scatter correction using primary modulation is possible on a clinical CBCT by

compensating for the scanner motion and the tube current modulation. Scatter artifacts could be

reduced in the reconstructions of phantom scans and in experimental in vivo data.35

∗ Also with the Graduate School 1773 “Heterogeneous Image Systems”, Erlangen, Germany.; bas-

tian.bier@fau.de
† Also with the Graduate School 1773 “Heterogeneous Image Systems”, Erlangen, Germany.
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I. INTRODUCTION

Scattered radiation is one of the major problems in cone-beam computed tomogra-

phy (CBCT) that affects image quality and quantitative CBCT imaging. A large amount of

scatter is measured due to the large irradiated volume and the large area detector, resulting

in a high scatter-to-primary ratio (SPR) in the measured signal [1]. Ignoring the scatter40

during the reconstruction results in severe scatter artifacts such as cupping artifacts, shadow

artifacts, and contrast loss in the reconstructed images [2].

Different approaches exist in the literature to reduce scatter artifacts. In general, these

methods can be divided into two groups: scatter rejection and scatter correction methods [2].

The first mentioned, hardware-based, group makes modifications in the imaging geometry45

with the objective to reduce the measured scatter that reaches the detector. The most widely

used method is the insertion of an antiscatter grid (ASG) [3, 4], which reduces the amount

of measured scatter. However, depending on the design of the antiscatter grid, also parts of

the primary radiation get attenuated. Hsieh et al. [5] proposed a modified antiscatter gird,

called striped ratio anti grid, which enables both reduction and estimation of scatter in the50

projection images. Further geometric considerations to reduce scatter are the air gap [6],

which describes the distance of the object to the source, or collimation [7], which limits the

field-of-view (FOV).

The second group consists of software-based scatter correction methods, which have two

steps: a scatter estimation and a scatter compensation step [8]. These methods estimate55

the scatter in the projection or image domain. Measurement-based method use measured

scatter signal [9], a beam-stopper array [10], or static or moving beam blockers [11–13]. To

the model-based scatter estimation belong beam-scatter-kernel methods [14, 15] or models

based on Monte Carlo approaches [16–19], which are based on the physics of the X-ray path

through the scanned object. The estimation and compensation are often intertwined in an60

iterative manner. In order to achieve a clinically satisfying image quality, hardware and

software-based methods are combined in current clinical C-arm CT systems.

Another measurement-based scatter estimation approach uses a primary modulator,

which is placed in between the X-ray source and the object, see Figure 1 [20, 21]. The

primary modulator is a pattern, consisting of transparent and semitransparent blocks, such65

that parts of the primary radiation get modulated with a high-frequency pattern. The
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assumption is that primary radiation does not result in high frequency scatter components

and that scatter is a pure low frequency signal [21]. This enables separation of the primary

from the secondary radiation in the measured signal. In a first attempt, Zhu et al. applied

filtering in the Fourier domain of the projection images in order to separate both signals [21]70

and improved this method recently [22]. The characteristics of the modulator pattern

(thickness, block size, material) have been optimized to achieve a good scatter estimate by

simultaneously reducing the introduced beam-hardening effects [23–28]. Further, Grimmer

et al. presented a method able to remove the introduced beam hardening [29]. They cal-

culate coefficients from a calibration scan to correct the acquired data for non-linearities.75

Another approach presented by Schorner et al. adds temporal modulation, which improves

the reconstruction of high-frequency information of the objects [30]. However, these ap-

proaches have in common that they rely on a perfect homogeneous modulator pattern,

which is hard to manufacture. Further, temporal X-ray tube current modulation is complex

to implement on a clinical system. Recently, Horváth et al. compared different primary80

modulator scatter correction methods [31]. One of these methods is an approach of Ritschl

et al. They proposed a new method called improved Primary Modulator Scatter Estimation

(iPMSE), which is robust to inaccuracies in the modulation pattern [32]. Instead of filtering

the projection images in the Fourier domain, an objective function is solved patch-wise in

projection space, showing promising results on a table top CBCT system.85

The aim of this work is to transfer the iPMSE method of Ritschl et al. [32] to a clinical C-

arm CBCT system, where the imaging geometry is changing between individual projection

images. First results of this method were presented recently [33]. Challenges arise due to the

C-arm motion when the C-arm is rotating and the tube current modulation of such systems,

influencing the projected modulator pattern in terms of amplitude and location. A method90

is proposed, which can compensate for the C-arm motion and the tube current modulation.

The new proposed algorithm is named C-arm iPMSE and is tested on phantom and on

experimental in vivo data.
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FIG. 1. Imaging geometry of the C-arm CBCT system with a primary modulator, shown in

Figure 1(a). Figure 1(b) shows the erbium primary modulator mounted on the collimator housing

of a C-arm, in front of the X-ray source.

II. MATERIALS AND METHODS

A. Theory95

1. The primary modulator

The used primary modulator in this work consists of erbium with a block size of 0.457mm

and a thickness of 0.0252mm, which is the same as used in reference [32]. The transmission

of the semitransparent blocks is 80.5% at 120 kV [27]. Erbium has been proved to reduce

the beam hardening effect, introduced by the additional material of the modulator [28].100

2. The improved Primary Modulator Scatter Estimation (iPMSE)

The iPMSE scatter correction algorithm of Ritschl et al. is briefly explained in the

following paragraph to outline the challenges to transfer the algorithm to a clinical C-arm

CT system [32]. In order to estimate the scatter, the algorithm requires two projection

images: a projection of the modulator only, called reference modulator image m, and a105

projection with the modulator and the object in place, called cm in the following. Two

example projections m and cm are shown in Figure 2(a) and Figure 2(b), respectively. m

can be acquired in a calibration scan before or after the object scan. Having both projection
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(a) Projection image of the primary

modulator m.

(b) Projection image of the modulator and

the object cm.

FIG. 2. Projections required as input for the iPMSE algorithm.

images available, the algorithm minimizes the following objective function C:

C(cestp ) = ||D ·M−1 · (cm − c
est
s )||1 , where (1)

D is a matrix, which describes the spatial gradient andM is a diagonal matrix containing110

the measured transmission of the measured projection m, which does only contain the

attenuation of the modulator. Note that the measured values in m are normalized by

I0, which is the energy of the unattenuated X-ray. The vectors cs
est and cm describe the

estimated scatter and the measured projection image, respectively. The equation states that

if the scatter is estimated correctly, the modulator disappears in the projection image and115

thus the gradient is minimal. It is further assumed that the scatter consists of low frequencies

only. This is assured by solving Equation 1 patch wise. The patches do not overlap and

their size should be large enough to cover a full period of the modulator pattern [32]. For

each of these patches, a constant scatter estimate is calculated, yielding in a low frequency

scatter estimate. The solution for each patch is found with a line search algorithm. In order120

to obtain the final scatter estimate, cs
est is additionally filtered with a mean and a median

filter. The corrected projection image cp
est is then estimated by subtracting the scatter

estimate and multiplication with the inverse modulator pattern: cp
est = M

−1 ∗ (cm−cs
est).

Note that the inverse modulator pattern M
−1 is multiplied with the measured images

cm in the optimization formula and in the estimation for the scatter corrected projection.125

Thus, it is essential that the projected modulator pattern in both images m and cm are

identical in terms of their location and amplitude. Deviations could result in incorrect scatter
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FIG. 3. Reordered projection image stack. The motion and the resulting deformation is visible in

the projected lines of the modulator pattern.

estimates and in residual modulator pattern, visible in the corrected projection images. The

changing imaging geometry and the tube current modulation of C-arm CBCT systems lead

to violations of these conditions.130

3. Influence of C-arm motion

During a 3D rotational acquisition, the C-arm rotates 200◦ around the object. Due

to gravital force on the C-arm, where the X-ray tube and flat detector are mounted, the

modulator pattern changes its position on the detector. The deformation results in a shift of

the modulator pattern on the detector of up to 15 pixels from the first to the last acquired135

projection image. This shift can be seen in a reordered projection image stack of a modulator

pattern acquisition, shown in Figure 3. The arrow indicates, how the border of the projected

pattern shifts during the rotation. The wobbling of the C-arm causes the modulator pattern

to be in a slightly different position in adjacent projections. This results in the jagged

projection lines shown in the zoomed region in Figure 3. On a table top system, these lines140

would be perfectly vertical.

4. Influence of the automatic exposure control

Clinical C-arm CT systems adjust the exposure parameter (tube current, exposure time,

and tube voltage) to achieve a preset detector entrance dose dependent on the current object.145
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FIG. 4. Pipeline of the proposed C-arm iPMSE method.

If a primary modulator is mounted on the X-ray source, the X-rays get attenuated in the

semitransparent parts of the modulator. Due to the changing voltage, the projected modu-

lator amplitude changes due to the energy-dependent attenuation of the modulator material.

This leads to a different projected modulator amplitude from projection to projection as the

applied voltage changes. This lead to inaccuracies in the scatter estimation.150

B. C-arm iPMSE

The schematic outline of the proposed iPMSE algorithm for C-arm CT systems is given in

Figure 4. The first step of the C-arm iPMSE algorithm is to establish a reference modulator

database containing projection images of the modulator only, acquired at different tube

voltages and angles. For each voltage and angle, three images are acquired and averaged155

in order to reduce noise in the pattern. This is done in an offline calibration step before

the actual object acquisition. The database contains images in intensity domain. During

scatter correction, the database is used to create a reference modulator pattern. Currently, a

linear interpolation method is implemented to generate the appropriate reference modulator

pattern during a 3D rotational scan. This step solves two problems: first, the positions of160

the pattern are roughly aligned, since they are acquired at the same angular position of

the C-arm. Second, the correct amplitude of the modulator projection in the projection

cm is estimated sufficiently for the iPMSE algorithm. It needs to be mentioned that the

interpolation method may vary for different modulator materials.

After the rough alignment of the pattern, the projected pattern in the projections m165

and cm has to be refined in a subpixel range. It is assumed that only rigid motion of the

modulator pattern can occur. The translational component is due to the C-arm motion.

A rotation can occur if the X-ray source or the detector slightly rotate, or due to the non
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(a) (b)

FIG. 5. (a) Initial 2D motion vector field after block matching registration. (b) 10 x 10 pixel

median filtered final 2D motion vector field.

stiffness of the modulator attached to the X-ray source. Additionally, the visibility of the

modulator pattern is impaired behind dense objects, which makes the alignment task more170

challenging (cf. Figure 2(b)). The modulator alignment is estimated by a block matching

registration [34]. This method subdivides the images into blocks and calculates a blockwise

translation, by maximization of the correlation coefficient. The block size is set to 13 pixels

and the sub-pixel accuracy to 0.1 pixels. An example 2D vector motion field is shown in

Figure 5(a). The initial motion field is filtered by a 10 x 10 median filter, resulting in the175

filtered motion field as shown in Figure 5(b). Note, that the arrows are scaled up to permit

visualization and the actual estimated translation at the border of the projection measured

to be 1.5 pixels maximum. In a first order approximation rotation is negligible and a

pure translation of the filtered motion field for each patch in the scatter correction process

estimates the correct position sufficiently well. Grimmer et al. used a similar registration180

step, which was necessary to compensate for instabilities of the focal spot [29]. In contrast

to our approach, they computed a single 2D translation for each projection to correct for

this effect.

C. Data Processing

The data processing and 3D reconstruction is implemented in CONRAD, an open-source185

software for simulation and reconstruction for cone-beam data [35]. The measured intensity

on the detector is preprocessed and normalized with the energy of the unattenuated X-ray
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beam I0 [36]. For that, flat-field acquisitions with known mAs were acquired. Note that the

mAs has no influence on the modulator amplitude, after the measured raw value is converted

to the intensity domain. Then, the proposed C-arm iPMSE scatter correction algorithm190

is applied with a patch size of 13 × 13 pixels. Afterwards, the negative logarithm and a

noise suppression as suggested by Zhu et al. is performed [1]. In their approach, the noise

statistics are modeled in the scatter corrected projection images and a penalized weighted

least-squares algorithm with an edge-preserving regularization is used to estimate the noise.

A noise suppression after scatter correction is crucial, since noise increases tremendously in195

scatter corrected images [2, 21, 37]. This is because only the low frequency scatter part is

subtracted from the measured signal, leaving the high frequency noise untouched. Without a

suitable noise suppression, the benefits of a scatter correction are superimposed by increased

noise statistics. The smoothing parameter β of this noise suppression algorithm is selected,

such that the modulation transfer function (MTF) of the reconstruction results is similar.200

Afterwards, a truncation correction and the standard FDK reconstruction algorithm [38]

with a Shepp Logan kernel is performed. In a last step, a ring artifact correction is applied

to the reconstructions [39].

D. Data Acquisition

All datasets were acquired with a Siemens Artis zeego C-arm system (Siemens Healthcare205

GmbH, Forchheim, Germany). The focal spot size was set to 0.3mm in order to minimize

the penumbra effect. Over 200◦, 248 projection images with a size of 1240×960 pixels were

acquired. The pixel size is isotropic 0.308mm. In this study, a prototype software application

enables manual control of the tube output on the C-arm CT system. This software enables

to built up the database with reference modulator patterns acquired at 50, 70, 90, 100, 109,210

and 120 kV.

For all experiments, we conducted three scans: first, a scan with full FOV; second, a

scan with a narrow collimation, where the z-collimator aperture, i.e. the field of view in

z-direction, was minimal in order to reduce the irradiated volume; and third, an acquisition

with the modulator mounted. The size of the collimation is approximately 20mm in the215

isocenter. A smaller collimation or slit scan is not possible with the used system.

The phantom experiment was performed with the Electron Density Phantom (model
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(a) Phantom containing the complete

Electron Density Phantom.

(b)Phantom containing the inner ring of

the Electron Density Phantom.

FIG. 6. Electron Density Phantom used for the phantom experiments.

M062, CIRS, Norfolk, VA, USA). The inner disk of the electron density phantom was filled

with a liver, muscle, dense bone core, trabecular bone, dense bone, breast, lung exhale,

and lung inhale insert (clockwise c.f. Figure 6). For the first experiment, the complete220

Electron Density Phantom was used. Additionally two large torso-shaped objects (27 cm

lateral diameter) were placed next to the phantom to increase the amount of scatter and

attenuation (c.f. Figure 6(a)). The tube voltage was constant at a maximum of 120 kV due

to the high attenuation of the large phantom. This experiment was performed with and

without an antiscatter grid. For the next experiment, only the inner disk of the Electron225

Density Phantom was scanned with an additional water bottle and additional material plugs

placed next to the phantom (c.f. Figure 6(b)). These additional objects have been placed

there only for the modulator acquisition causing the tube voltage to vary between 90 and

120 kV during the acquisition.

The protocol for this in vivo animal study was approved by Stanford Universitys Admin-230

istrative Panel on Laboratory Animal Care. One Yorkshire pig (approximately 50 kg) was

used for this study. Arterial femoral access was established using percutaneous puncture for

hemodynamic monitoring.
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TABLE I. Smoothing parameter β used for the reconstructions.

uniform scatter C-arm iPMSE

Phantom big 0.001 0.0005

Phantom small 0.002 0.001

Pig head 0.002 0.001

Pig phantom 0.002 0.001

E. Evaluation Method235

For each experiment, four reconstructions are calculated: an uncorrected reconstruction,

a reconstruction of a narrow scan, a scatter corrected reconstruction using a constant scatter

estimate [40], and a reconstruction using the proposed C-arm iPMSE method. The constant

scatter correction method has a parameter C, which is set to 0.5. The same noise suppression

algorithm is applied for both scatter corrected reconstructions. The used smoothing strength

β for the different reconstructions are shown in Table I. As a quantitative measure, the

contrast, the contrast-to-noise ratio (CNR), and the MTF is computed in the results of the

phantom experiments. The CNR is computed using following formula:

CNR =
|µr − µb|
√

σ2
r+σ2

b

2

, (2)

, where µr and µb are the mean values of the ROI and their background, respectively. σ2
r

and σ2
b are their corresponding variances. The ROIs and their background are indicated in

Figure 13(a) with the blue and the orange ring, respectively. The contrast is the difference

|µr−µb|. For the calculation of the MTF, the method proposed by [41] is used. In a circular

region, line profiles are sampled over 360 degree vertically along a sharp circular edge as240

indicated in Figure 9(b). From these line profiles, a MTF curve is obtained. In the phantom

experiments, ROI 5 is used for the MTF computation. We define a value in the MTF curve,

where the MTF dropped to 50%, which is indicated with the dashed line in Figure 9(a).

This value is called MTF50 in the following.
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FIG. 7. Sub-regions of iPMSE and C-arm iPMSE corrected projection images. Phantom and in

vivo data are shown in the top and bottom row, respectively.

III. RESULTS245

In Figure 7, the result on projection images of the C-arm iPMSE method is shown. On

the left, projection sub-regions are shown where the normal iPMSE algorithm is applied.

Residual modulator can be seen in the projection images. With the additional steps of the C-

arm iPMSE algorithm, the modulator pattern is removed. As mentioned in Section IIA 2,

a disappearing modulator pattern indicates a correct scatter estimate. Note that for the250

shown corrected projection image a reference modulator pattern has been used, which has

been acquired at the same angular position. Thus, the deformation motion, which depends

on the angular position and the different influence of the gravity on the source and the

detector, is accounted for in this image. Therefore, the visible residual pattern results only

from the uncompensated C-arm wobble motion. With the deformation motion, the visibility255

of the residual pattern would be severe.

In Figure 8, the effect of the applied noise suppression on projections and on a recon-

struction is shown. In the reconstruction shown in Figure 8(d), a high amount of noise

can be observed. In the bottom row, reconstructions with different smoothing parameter β
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(a) Without noise suppression. (b) With noise suppression. (c) Difference image.

(d) Without noise suppression. (e) With noise suppression. (f) Difference image.

(g) β = 0.0001. (h) β = 0.0003. (i) β = 0.0005. (j) β = 0.001. (k) β = 0.002.

FIG. 8. Top row: projection images before and after noise suppression with their difference image.

Center row: reconstructed images without and with noise suppression and their difference image.

Bottom row: reconstructions using different smoothing parameters. Grayscale window for the

reconstructions: C = 0 HU, W = 2000 HU.

are shown. A higher smoothing parameter β results in less noise and a higher contrast in260

the reconstructions, but also in a loss of sharpness. In order to quantify this trade off, the

CNR values and the MTF50 value are calculated and shown in Table II. In Figure 9(a), the

corresponding MTF curves are shown.

Center slices of the corrected and non-corrected reconstructions of the aforementioned
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(a) (b)

FIG. 9. Left: MTF curves for different smoothing parameters β. Intersection of the dashed line

with the MTF curve indicated the MTF50 value. Right: ROI 5 where the MTF was calculated in

the reconstructions. Lines indicate the sampling for the MTF computation.

TABLE II. MTF50 value compared with the CNR for different smoothing parameters.

β = 0.0001 β = 0.0003 β = 0.0005 β = 0.001 β = 0.002

CNR 2.57 4.37 5.93 8.31 11.48

MTF at 50% 0.79 0.53 0.42 0.33 0.28

phantom experiments are shown in Figure 11 and Figure 12. The first columns show the265

results of the full FOV scan without a scatter correction applied. In all three cases, scatter

artifacts are distinctly visible; cupping and shadow artifacts as well as contrast loss are seen.

The second columns show results of the scan with a narrow collimation, where the amount of

scatter should be an order of magnitude lower compared to an uncollimated scan. The scatter

artifacts are still present in these reconstructions, although, the cupping artifact was slightly270

suppressed, especially for the smaller phantom in Figure 12(b). The remaining presence of

the cupping artifact in the narrow scan reconstructions can be explained by the too large

opening of the narrow collimation as well as the large amount of scatter due to the large

object size. The third column shows the results of the uniform scatter corrected images.

In these reconstructions, the cupping artifact could be reduced, but the shadow artifacts275

remained. A dark ring is visible outside the FOV in these reconstructions. The last columns

show reconstructions using the proposed C-arm iPMSE method. In all cases, the scatter
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artifacts are mostly removed. A small cupping artifact was visible at the border region of

the FOV, which may have also resulted from object truncation. In the reconstruction shown

in Figure 12(d), some streaks and cupping at the very border are introduced. The streaks280

are due to additional highly absorbing objects placed next to the phantom.

Comparing the effect of the antiscatter grid in the scans of the full Electron Density

Phantom, the biggest difference is visible for the full FOV scan, where the cupping artifact

was slightly reduced. For the narrow scan and the C-arm iPMSE result, no noticeable

differences can be observed visually.285

The visual results are supported by line profiles through the shown axial slice, shown in

Figure 13. In the line profiles of the non-corrected, the narrow scan , and the uniform scatter

corrected reconstruction, the cupping artifact is noticeable by increasing values towards the

boundary of the FOV. This artifact disappeared when using our proposed method. The

contrast and the CNR in the reconstructions were computed for nine regions-of-interest290

(ROI) shown in Figure 13(a) and Figure 13(b). Table III shows that the averaged contrast

and CNR values improve in the C-arm iPMSE scatter-corrected reconstructions as compared

to the scatter-distorted and the narrow scan reconstructions. Further, the MTF50 was

calculated in the reconstructed phantom images, which are shown in Table IV.

In Figure 10, we show two reconstruction results of the small phantom using a modu-295

lated and constant tube voltage (115 kVp). Qualitatively, no remarkable difference can be

observed. The largest difference is the different presence of the overexposure artifact at the

border of the object due to the different exposure settings. Note that for this acquisition a

prototype software application has been used. Such a setting is not possible on a standard

clinical scanner.300

In Figure 14 and Figure 15, axial, sagittal, and coronal slices of the pig head and abdomen

are shown. The first columns show uncorrected reconstructions of a full FOV scan, the second

columns show reconstructions of the narrow scan, the third columns show reconstructions

using the constant scatter correction, and the last columns show the new C-arm iPMSE

corrected images. Similar scatter artifacts as with the phantom datasets can be observed.305

In the uncorrected images, cupping artifacts are introduced and the contrast of the bones

is reduced. In the narrow scans, the cupping is reduced, especially for the head scan. This

might be due to the relatively small irradiated volume in this case. In the results using

the constant scatter correction, the scatter artifacts could be reduced slightly. Note that

16



(a) With changing kVp. (b) With constant kVp.

FIG. 10. Reconstructions of the small phantom using a changing and constant tube voltage.

Grayscale window for the reconstructions: C = 0 HU, W = 2000 HU.

TABLE III. Average contrast and CNR of the ROIs shown in Figure 13. (Contrast [HU] / CNR).

Experiment Uncorrected Narrow scan Uniform Scatter C-arm iPMSE

Big phantom with ASG 347.6 / 2.39 388.0 / 3.24 480.2 / 5.48 485.5 / 5.98

Big phantom without ASG 365.73 / 2.61 371.6 / 2.92 490.88 / 4.23 482.5 / 6.01

Small phantom with ASG 452.7 / 2.32 541.6 / 6.51 473.1 / 3.0 566.8 / 8.62

the smoothing parameter is higher than in the C-arm iPMSE corrected images, resulting310

in better low contrast visibility. In the C-arm iPMSE corrected image, these artifacts are

mostly removed. In Figure 16, line profiles through the pig reconstructions are shown. The

location and direction of the lines are indicated in the axial slices. The cupping is visible in

the uncorrected and the narrow scan reconstruction, especially for the abdomen case. The

contrast visibility in the bone is improved using C-arm iPMSE. Note, that the disappearing315

rip in Figure 15(h) is due to shifted table position in this scan due to the experimental

setting.

IV. DISCUSSION

The evaluation of the new C-arm iPMSE method showed the potential of removing

scattered radiation using a primary modulator in a clinical setting. Our new method was320

able to remove most of the scatter artifacts. In particular, the reduction of the cupping and

the shadow artifacts overall improved the image quality. Additionally, the reconstructed
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(a) Uncorrected. (b) Narrow scan. (c) Uniform scatter. (d) C-arm iPMSE.

(e) Uncorrected. (f) Narrow scan. (g) Uniform scatter. (h) C-arm iPMSE.

FIG. 11. Reconstructed images of the acquisitions with the full Electron Density Phantom. In

the first row, the antiscatter grid is used, in the second row, the antiscatter grid is removed from

the system. The streak on top at the border of the FOV in each reconstruction results from the

collimator edge, which slips into the FOV. Grayscale window: C = 0 HU, W = 2000 HU.

(a) Uncorrected. (b) Narrow scan. (c) Uniform scatter. (d) C-arm iPMSE.

FIG. 12. Reconstructed images of the acquisitions of the smaller, elliptical Electron Density Phan-

tom. Grayscale window: C = 0 HU, W = 2000 HU.

FOV is larger compared to the narrow scan acquisition.

Currently, streaking artifacts appear in regions of dense material, which was visible in

one of the phantom experiments. This is due to the photon starvation effect, which is325

amplified by the scatter correction when the estimated scatter signal is subtracted from

18



ROI 1

ROI 3

ROI 4

ROI 5

ROI 6

ROI 7

ROI 8

ROI 9

(a)ROIs in the big

phantom.

ROI 1

ROI 3

ROI 4

ROI 5

ROI 6

ROI 7

ROI 8

ROI 9

(b) ROIs in the small

phantom. (c) Line profiles.

FIG. 13. ROIs and line profiles of the reconstructions with antiscatter grid. Top: full Electron

Density Phantom. Bottom: inner ring Electron Density Phantom.

TABLE IV. Value of the MTF at 50% for each of the phantom experiments.

Experiment Uncorrected Narrow scan Uniform Scatter C-arm iPMSE

Big phantom with ASG 0.58 0.47 0.38 0.46

Big phantom without ASG 0.48 0.48 0.38 0.38

Small phantom with ASG 0.56 0.69 0.33 0.43

these regions. In our case, this effect appeared due to additional highly absorbing material,

which was placed next to the phantom only for this scan in order to achieve an elliptic shape

and a high tube current modulation. This behavior must be investigated in more detail.

The additional material next to the Electron Density Phantom further caused overexposure330

at the border of the phantom, which results from high exposure parameters due to the

high attenuation of the material. Moreover, the combination of the C-arm iPMSE method
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(a) Uncorrected. (b) Narrow scan. (c) Uniform scatter. (d) C-arm iPMSE.

(e) Uncorrected. (f) Narrow scan. (g) Uniform scatter. (h) C-arm iPMSE.

(i) Uncorrected. (j) Narrow scan. (k) Uniform scatter. (l) C-arm iPMSE.

FIG. 14. Reconstructed images of the pig head. Grayscale window: C = 100 HU, W = 800 HU.

No antiscatter grid was used.

with the antiscatter grid was investigated, but its use proved to have little effect on the

reconstruction results.

Some ring artifacts appeared in the C-arm iPMSE corrected images, which may have335

two underlying causes. On the one hand, the spectral properties of the X-rays introduce

beam hardening. One solution would be to optimize the modulator material further, as

done in [28] or to apply the method proposed in [29]. On the other hand, remnants of the

modulator pattern could be also responsible for this artifact.

However, without a ground truth scatter estimate, it is difficult to show the detailed340

performance of the method. Also, overall evaluation is affected by the noise suppression,
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(a) Uncorrected. (b) Narrow scan. (c) Uniform scatter. (d) C-arm iPMSE.

(e) Uncorrected. (f) Narrow scan. (g) Uniform scatter. (h) C-arm iPMSE.

(i) Uncorrected. (j) Narrow scan. (k) Uniform scatter. (l) C-arm iPMSE.

FIG. 15. Reconstructed images of the pig abdomen. Grayscale window: C = 0 HU, W = 1000 HU.

No antiscatter grid was used.

which is subsequent to the scatter correction [1]. Thus, not only the scatter correction

itself is evaluated, but also the noise suppression. In general, a trade off of sharpness and

contrast has to be found. One possibility is to do this task task-based [42] or to apply non-

linear filtering to smooth achieve a smoothed result while simultaneously preserve sharp345

edges [43, 44]. But this is not in the scope of this paper. Further, due to the experimental

workflow of the in vivo scans, the table had to be moved to acquire the head and the

abdomen of the pig with and without the modulator pattern mounted. Unfortunately, the

table position could not be reproduced for both scans, which results in a slight shift of the

reconstruction and in the missing rip in the one reconstruction.350
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FIG. 16. Line profiles through the reconstructions of the in vivo head and the abdomen data. The

locations of the lines are indicated in the axial images in Figure 14 and Figure 15, respectively.

The narrow scan is not sufficient as a reference for larger irradiated volumes since the

narrowest collimation of approximately 20mm in the isocenter is too wide and thus too

much scatter remains in the projections.

V. CONCLUSION

We presented a new scatter correction method for a clinical C-arm CBCT by extending an355

existing method using a primary modulator. The occurring challenges on a clinical system

are the C-arm motion and tube current modulation, which were overcome with establishing

a modulator database, approximation of the amplitudes and a final registration step. We

have shown that using a primary modulator for scatter correction on a clinical C-arm system
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is possible. Image quality has been superior to the narrow scan and the uniform scatter360

corrected reconstructions, while being able to reconstruct the full FOV. Scatter artifacts

could be well reduced in the reconstructions of phantom scans and in vivo data.
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