Fast and robust selection of highly-correlated features in regression problems
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Abstract

Feature selection for regression problems can be highly beneficial in terms of robustness and execution speed. The Correlation-based Feature Selection (CFS) algorithm, in the attempt to find the best feature subset, evaluates different subsets and selects the one with the highest “goodness”. Such goodness is based on the correlation between the addition of all features in the subset with the output variable. However, such a simple addition assumes that all features have the same weight in the output variable. This, in turn, assumes that all features are uncorrelated with each other. By considering an optimal weighting instead, a more robust measurement of the goodness can be obtained; however, such weighting is computationally expensive. In this paper, a feature selection algorithm named “R-fast” which considers the β coefficients in the standardized linear regression model as optimal weights is proposed. We also present a technique to quickly estimate approximations to the β coefficients. Our algorithm was evaluated using Multiple Regression Analysis (MRA) over 8 synthetic and 10 real-world datasets. Results show that, when selecting features with our proposed algorithm, MRA’s performance is better than or equal to those obtained when selecting features with others well-known filter algorithms and when no selection is performed.

1 Introduction

Data used to train regression algorithms is usually not free of redundant and useless features. Performance of these algorithms can be affected when processing such features, not only in terms of time needed to process redundant and useless information, but in some cases, in terms of accuracy when predicting the value of objects which regression algorithms were not trained with. Feature selection attempts to remove the highest amount of redundant and useless features as possible, and thus, reducing dimensionality which will allow regression algorithms a faster execution and an easier interpretation of the resulting model.

The three main approaches to feature selection algorithms are wrapper, filter, and embedded [4]. For each subset to be evaluated, wrappers train a given target algorithm and evaluate its performance. A goodness associated with such performance is subsequently assigned to the subset. Using the target regression algorithm to evaluate the goodness of feature subsets grants wrapper approaches to obtain a better feature subset than its filter and embedded counterparts. Nonetheless, a re-sampling technique is needed in order to train and evaluate the performance of the target algorithm. This situation leads to a repeated calling of the target algorithm, making the use of wrapper algorithms unsuitable for high-dimensional regression problems, specially when the target algorithm has a high number of parameters to be optimized. Regression algorithms that embed the feature selection do not need re-training the algorithm, and they are commonly faster than wrappers. However, there are not embedded feature selection techniques for all available regression algorithms. Moreover, wrapper and embedded algorithms need to be run again if it is decided to change the target algorithm. In contrast, filters are independent of the regression algorithm.

There are two different types of filter algorithms, those which only evaluate the goodness of single-features and those which evaluate the goodness of multiple-features (feature subsets). The former selects those features with a goodness higher than a given threshold, thus, only removing useless but non-redundant features. The latter selects the feature subset with the highest goodness, considering the removal of both useless and redundant features. Filter algorithms which evaluate feature subsets, as well as wrappers, commonly do not evaluate all-possible subsets. This is due to the fact that there are \(2^n\) possible subsets for a problem with \(n\) features, thus, performing an entire space evaluation is only feasible when the number of features is small. Instead, searching strategies are employed in order to generate feature subsets to be evaluated. Such generation can be in a forward direction, backwards direction, bi-directional, and/or in a random manner [10]. These strategies have to set a stopping criteria in order to avoid exploring the entire search-space.

The CFS algorithm [6] is a well-known filter algorithm where the goodness of a feature subset is equal to the linear correlation of the addition of the features with the output variable. This assumes that all features contribute equally to the output variable, but in most real-world regression problems, features interact amongst each other and differentially contribute to the output variable. Therefore, by differentially weighting the features, a more reliable goodness measurement can be achieved.

The main contributions of this paper are:

1. A filter feature selection algorithm that, in order to measure the goodness of a feature subset, calculates the correlation of the output variable with the addition of the differentially-weighted features using β coefficients.
2. We propose to use accurate as well as approximated β coefficients for weighting features.
3. We also propose to use the Stochastic Gradient Descent (SGD) as an option to approximate the β coefficients with a reduced amount of epochs.

The rest of this paper is organized as follows. First we present related work in Section 2, following the definition of our proposed algorithm in Section 3. Evaluations of our proposal are presented in Section 4 and finally our conclusions are drawn in Section 5.
2 Related Work

It is important to highlight that related work reviewed in this section is focused on feature selection for regression problems; interested readers in feature selection for general machine learning problems may wish to refer to [7].

Feature selection algorithms based on the embedded approach penalize the cost function of linear regression algorithms by adding a term in function of the norm of the feature coefficients. This penalty introduces shrinkage in the coefficients towards zero, and those features with an exact-zero coefficient can be removed from the resulting model. The LASSO penalty [14] uses the \( l_1 \)-norm and it is the base of several other penalty functions [15].

There are many criteria under the wrapper approach to measure the goodness of feature subsets, based on the performance of the target regression algorithm, that are widely used to evaluate the goodness of feature subsets, such as the mean absolute error, Mallow’s \( C_p \) criterion, Akaike information criterion, Bayesian information criterion, and several criteria based on the correlation coefficient [17]. This is not the case for the filter approach since most of the criteria to evaluate the goodness of features are addressed to select features in domains where the output variable has nominal values (classification problems). In this section, we will only consider the two most common algorithms.

The RRRelief\( ^F \) algorithm [13], evaluates the goodness of single-features based on Bayes’ theorem and differences among object pairs in the training set. Each of these pairs contains one of \( q \) randomly sampled objects and one of its \( p \) nearest objects. Its main drawback is that it has parameters to be fixed that strongly depend on the training data. In addition, given that RRRelief\( ^F \) is a filter algorithm that evaluates single-features, it only considers the removal of useless features.

The CFS algorithm [6] evaluates multiple-features under the filter approach. This algorithm defines the goodness \( G^{\text{CFS}} \) of a feature subset \( S \) as in Eq. (1), where \( \overline{r} \) is the mean of Pearson’s correlations, \( k \) is the number of features in \( S \), \( y \) is the output variable and \( x_j \) is the \( j \)-th feature. \( G^{\text{CFS}} \) depends on the average correlation between the output variable \( y \) and every feature \( x_j \) (\( \overline{r}_{xy} \)), and the average correlation of every pair of different features \( x_j, x_{\overline{j}} \) (\( \overline{r}_{x_jx_{\overline{j}}} \)). Eq. (1) is derived by estimating the Pearson’s correlation between the output variable and a composite variable which is the result of adding all features given in standardized values in [3].

\[
G^{\text{CFS}} = \frac{k \overline{r}_{xy}}{\sqrt{k + k(k - 1)\overline{r}_{x_jx_{\overline{j}}}}} = r_{y(x_1+x_2+\cdots+x_k)} \tag{1}
\]

The CFS’ heuristic is biased to select those features highly correlated with the output variable but uncorrelated with each other. Nonetheless, as pointed out by Guyon et.al. in [4]: “A variable that is completely useless by itself can provide a significant performance improvement when taken with others”. Variables (features) which meet the conditions from [4] are known as suppressors. Due to the fact that suppressor features are low correlated with the output, but correlated with others, CFS’s heuristic tends to ignore them.

3 Correlation-based Feature subset evaluation by the addition of weighted features

Central to our research is the idea that the more correlated \( y \) and \( w_1x_1 + w_2x_2 + \cdots + w_kx_k \) are, the more suitable are the \( k \) features to use them to predict the values on \( y \). By estimating those weights \((w_1, w_2, \ldots, w_k)\) considering the interactions of the features with the output and the interactions among features, a more reliable measure of the correlation between the features in a subset and the output can be obtained. \( \beta \) coefficients in the Standardized Linear Regression Model (SLRM) take into account such interactions and are known to maximize the correlation of the weighted addition of the features which is given by the SLRM’s correlation coefficient \( R_{\text{SLRM}} \).

The computation of the \( \beta \) coefficients involves the computation of the pseudo-inverse of a matrix, which is commonly solved by means of QR decomposition using the Householder reflector [1]. This process has a theoretical complexity of \( O_{\text{SLRM}}(M^2 \times N) \), where \( M \) is the number of features and \( N \) the number of observations. However, fast but good approximations to the \( \beta \) coefficients (\( \hat{\beta} \)) can be achieved with the Stochastic Gradient Descent (SGD) algorithm, where the objective is to reduce the sum of the squared error (\( \epsilon(\hat{\beta}) \)) while changing \( \hat{\beta} \) in function of the partial derivative of \( \epsilon(\hat{\beta}) \) with respect to \( \beta_j \) for \( j = 1 \) to \( M \). SGD’s theoretical complexity is \( O_{\text{SGD}}(N \times M \times 3 \times C) \), where \( C \) is the number of epochs.

Note that for each feature subset to be evaluated, the computation of its respective weights must be performed. In order to perform this evaluation quickly, the SGD can be used every time it is more time suitable than using the SLRM. Thus, as soon as \( O_{\text{SLRM}} > O_{\text{SGD}} \) (or \( M > 3 \times C \) after factorizing \( M \times N \)), the feature subset evaluation should be performed with the SGD method in order to speed up the feature selection process. The goodness measure \( G_{\text{R-fast}}^{S} \) of a subset \( S \) with \( k \) features, is given by Eq. (2).

\[
G_{\text{R-fast}}^{S} = \begin{cases} 
    R_{\text{SGD}}^{S}, & \text{if } k > 3 \times C \\
    R_{\text{SLRM}}^{S}, & \text{otherwise}
\end{cases} \tag{2}
\]

From Eq. (2), it can be seen that the goodness of subsets with \( 3 \times C \) or less features is given by \( R_{\text{SLRM}}^{S} \) and for subsets with more features is given by the SGD’s correlation coefficient, \( R_{\text{SGD}}^{S} \). Thus, the \( \beta \) coefficients are calculated for subsets with up to \( 3 \times C \) features, and only the approximations \( \hat{\beta} \) for subsets with more than \( 3 \times C \) features. Since smaller subsets are evaluated with the accurate weights, we recommend to use a forward direction to generate subsets on the strategy search. However, it is important to highlight that \( R_{\text{fast}} \) can be used to evaluate the goodness of generated subsets given for search strategies following a forward direction, backwards direction, bi-directionally or in a random manner.

When the generation of subsets is given for search strategies in a forward direction, small values of \( C \) (epochs) can be set for the SGD algorithm. This is due to that under this condition, when the search strategy starts generating subsets with size \( 3 \times C + 1 \), it has already selected the subset with the \( 3 \times C \) features which maximizes the correlation with the output and the weighted addition of the features on it.

4 Evaluation

In this section we will show that the performance of a regression algorithm when selecting features with our proposed technique does not decrease significantly. We choose the Multiple Regression Analysis (MRA) as regression method being the most standard regres-
Let "R-acc" be the feature selection algorithm which only uses accurate β coefficients as weights. Our experiment will be addressed to three cases in order to show that: A) R-fast is a considerably faster option than R-acc and makes the regression algorithm to have a performance as good as that using R-acc, B) differentially weighting the features leads to a more robust goodness measure than using equally weighting, and C) R-fast leads to a more robust feature selection than others well-known filter algorithms.

As in [11], the statistic paired t-test with a significance level of 0.05 is applied in both experiments, in order to compare the MRA's performance. Whenever a statistically significant improvement or degradation is present in the compared results, it is indicated with symbols "+" and "−", respectively. On one hand, when performing feature selection with R-factors and the generation of feature subsets is determined in accordance to the best first search algorithm [12], and with a forward direction and termination after 5 generations of feature subsets without any improvement in the goodness value. On the other hand, when performing feature selection with RReliefF, the ranking of the features is calculated considering 10 objects as neighbors and with 0.0 and 0.01 as selection threshold. Either performing feature selection or not, MRA is built and evaluated by means of a 10-folds cross-validation scheme. Synthetic and real-world datasets were used in the experiments. Different correlation settings were considered to generate 8 synthetic datasets. Each dataset has three features and 1000 objects, the output variable and the features are random vectors chosen from multivariate normal distributions with mean (0, 0, 0) and different variances given in accordance to the desired correlation among vectors.

The real-world datasets were taken from different sources [2, 8, 9, 16] with different amounts of objects and features: alerces 13750 and 40, cpu-act 8192 and 21, housing 506 and 13, hungarian 294 and 13, pbc 418 and 18, pl35 35 and 150, pol 15000 and 48, pyrim 74 and 27, triazines 186 and 60, wisconsin 194 and 32, respectively.

4.1 Exact vs approximated β coefficients

MRA's performance when employing r-acc is compared with that obtained when using R-fast. Results when using the real-world datasets are shown in Table 1, where it can be seen that in any dataset the MRA's correlation coefficient showed a significant degradation. From the last row, it can be seen that there is an average increment in the MRA's correlation coefficient. We attribute this situation to the fact that by taking a small number of epochs for the SGD algorithm, an over fitting of the data is avoided.

The average selection time is reported in Table 2, where R-fast requires a smaller amount of time to perform the selection, furthermore, in most cases the difference is statistically significant.

The amount of selected features between R-acc and R-fast are presented in Table 3. As seen, R-fast tends to select a statistically significant smaller amount of features. Since the correlation coefficient is maximized when using the exact weights, the use of approximate weights leads to smaller values in the correlation coefficient. Thus, $R_{SLR}$ is smaller than $R_{SGD}$, therefore, when R-fast changes from $R_{SLR}$ to $R_{SGD}$, the greater the number of epochs is, the harder it is for $R_{SGD}$ to reach the last subset evaluation obtained with $R_{SLR}$. This explains the situation presented in the corresponding columns for R-fast with 2.34 and 5 epochs, where the number of selected features is equal to the amount of features evaluated using $R_{SLR}$ (3 × C) in most cases.

4.2 Differentially vs equally weighting

The synthetic datasets are employed to compare MRA's performance when using R-fast after one epoch, against those obtained with CFS. Results in Table 4 show that the number of selected features by CFS shows a significant improvement in 6 out of 8 datasets. Nonetheless, MRA's correlation coefficient gets significantly worse in 4 out of those 6 datasets. As seen in Table 4, the correlation of the output $y$ with $x_1$ is 0 in the first 4 datasets. However, $x_1$ does have a correlation greater than 0 with $x_2$ and $x_3$ for 21-H, 21-M and 21-L, thus, in those 3 cases $x_1$ can be considered as a potential suppressor variable. In those datasets with a potential suppressor feature, MRA's performance shows a clear degradation when using CFS. The last four cases consider a mid-correlation with the output, but different feature-feature correlations. Even though the dataset 03-H does not have a
potential suppressor variable, the MRA's performance also shows a degradation, this can be due to the high interaction among the three features.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>none</th>
<th>R-fast</th>
<th>CFS</th>
<th>RReliefF</th>
</tr>
</thead>
<tbody>
<tr>
<td>ailerons</td>
<td>0.80</td>
<td>0.90</td>
<td>0.87</td>
<td>0.90</td>
</tr>
<tr>
<td>pyrim</td>
<td>0.46</td>
<td>0.71</td>
<td>0.70</td>
<td>0.44</td>
</tr>
<tr>
<td>pol</td>
<td>0.68</td>
<td>0.68</td>
<td>0.48</td>
<td>0.61</td>
</tr>
<tr>
<td>pbc</td>
<td>0.60</td>
<td>0.61</td>
<td>0.54</td>
<td>0.57</td>
</tr>
<tr>
<td>hungarian</td>
<td>0.71</td>
<td>0.71</td>
<td>0.72</td>
<td>0.67</td>
</tr>
<tr>
<td>housing</td>
<td>0.85</td>
<td>0.85</td>
<td>0.82</td>
<td>0.79</td>
</tr>
<tr>
<td>triazines</td>
<td>0.44</td>
<td>0.48</td>
<td>0.42</td>
<td>0.46</td>
</tr>
<tr>
<td>pd35</td>
<td>0.83</td>
<td>0.88</td>
<td>0.77</td>
<td>0.86</td>
</tr>
<tr>
<td>cpu-act</td>
<td>0.85</td>
<td>0.84</td>
<td>0.84</td>
<td>0.85</td>
</tr>
<tr>
<td>wisconsin</td>
<td>0.32</td>
<td>0.37</td>
<td>0.37</td>
<td>0.36</td>
</tr>
<tr>
<td>Average</td>
<td>0.66</td>
<td>0.70</td>
<td>0.65</td>
<td>0.66</td>
</tr>
</tbody>
</table>

Table 5: MRA’s average correlation coefficient without feature selection (none), R-fast, CFS and RReliefF (threshold 0.0 and 0.01) over real-world datasets.

Results in Table 6 show that the amount of selected features clearly differs from one algorithm to another in most cases. Regardless the good MRA’s performance when using RReliefF with 0.0 as threshold, the reduction in the amount of features dropped notably in comparison with R-fast and CFS.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>none</th>
<th>R-fast</th>
<th>CFS</th>
<th>RReliefF</th>
</tr>
</thead>
<tbody>
<tr>
<td>ailerons</td>
<td>40.0</td>
<td>8.6</td>
<td>20.5</td>
<td>10.9</td>
</tr>
<tr>
<td>pyrim</td>
<td>27.0</td>
<td>9.0</td>
<td>6.5</td>
<td>18.3</td>
</tr>
<tr>
<td>pol</td>
<td>48.0</td>
<td>11.2</td>
<td>4.0</td>
<td>10.5</td>
</tr>
<tr>
<td>pbc</td>
<td>48.0</td>
<td>11.5</td>
<td>5.2</td>
<td>11.8</td>
</tr>
<tr>
<td>hungarian</td>
<td>13.0</td>
<td>9.7</td>
<td>8.0</td>
<td>5.0</td>
</tr>
<tr>
<td>housing</td>
<td>13.0</td>
<td>11.4</td>
<td>4.0</td>
<td>9.6</td>
</tr>
<tr>
<td>triazines</td>
<td>60.0</td>
<td>18.1</td>
<td>7.5</td>
<td>27.0</td>
</tr>
<tr>
<td>pd35</td>
<td>15.0</td>
<td>8.4</td>
<td>25.9</td>
<td>99.2</td>
</tr>
<tr>
<td>cpu-act</td>
<td>21.0</td>
<td>4.9</td>
<td>10.6</td>
<td>21.0</td>
</tr>
<tr>
<td>wisconsin</td>
<td>32.0</td>
<td>15.6</td>
<td>15.2</td>
<td>10.0</td>
</tr>
<tr>
<td>Average</td>
<td>42.2</td>
<td>10.8</td>
<td>10.7</td>
<td>25.9</td>
</tr>
</tbody>
</table>

Table 6: MRA’s average number of features without feature selection (none), R-fast, CFS and RReliefF (threshold 0.0 and 0.01) over real-world datasets.

5 Conclusions

In this correlation of the weighted empirical distribution of the features with the output variable is used as goodness measure, using the β coefficients as weights is more reliable than using equal weights. Furthermore, if the approximations of the β coefficients are obtained with the SGD algorithm, when it is more time feasible than using the accurate ones, the selection time significantly improves and the number of selected features tends to decrease.

By selecting features with R-fast, the regression algorithm does not significantly decrease its performance. In addition, it was shown that, different to the CFS algorithm, R-fast is capable of selecting those features that by themselves are useless but, when taken with others can provide a significant performance improvement on the regression algorithm.
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