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Results and Conclusions

● Mean classification improvement of about 4.6%.
● Supervectors consistently increase the overall accuracy, 

average accuracy, and kappa coefficient.
● Consistent over different dimensionality reduction 

algorithms and different training data sizes.
● Standard deviations of the error metrics are decreased.
● Easy to be smoothly integrated into any classification 

pipeline.
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Figure 2: Example label maps on Salinas valley dataset using
13 training samples per class. (a) ground truth (b) EMAP, (c)
EMAP-SV (d) EMAP-PCA, (e) EMAP-PCA-SV, (f) EMAP-NWFE, (g)
EMAP-NWFE-SV.

GMM Supervectors

● EMAP [4] is the base feature vector used in this work

● GMM Supervectors are built on top of EMAP.

GMM supervectors computation steps

1. Universal background model

- Representative model of the data, i.e. GMM.

2. Adaptation to the data

- Adapted mean for each component: 

Where , ,

denote the D-dimensional features representations 

of the T pixels in the test set.

The posterior probability of a feature vector to be          

generated by the Gaussian mixture k is

3. Normalization via symmetrized Kullback Leibler divergence

- Purpose: to bring the supervectors into a common range.

- Normalized adapted means:

where    represents the Hadamard product.

- Mean supervector 

Classifier:
• Random forest classifier
• 100 trees
• the number of variables per node is 

square root of number of features.

EMAP’s attributes and thresholds:
• Area: 100, 500, 1000, 5000
• Standard Deviation: 20, 30, 40, 50
• First Moment of Hu: 0.2, 0.3, 0.4, 0.5
• Bounding Box Diagonal: 10, 25, 50, 100

Introduction

● Labeling the HSRS images is a very expensive work.

● Though a lot of data is recorded, very little ground truth is
available.

● We denote as “severely limited data” cases where less than
50 pixels per class are available.

Existing approaches to HSRS limited data classification:

● Dimensionality reduction via Unsupervised PCA and 
Supervised NWFE [1].

● Specialized classifiers [2].

However, these methods are challenged by severely limited 
training data.

Contribution: Use of GMM supervectors [3] to dynamically 
adapt to the limited data.

Experimental Setup
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Figure 1: Our proposed HSRS image classification pipeline.
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Table 1: Classification performances of raw EMAP, EMAP-PCA and
EMAP-NWFE vs their supervector (SV) correspondences, computed
over Pavia Centre dataset. This tables shows the results for
training data size of 13 pixels per class. Further results can be
found in the paper.

Classification:
• Training set: 13, 20 pixels per class were randomly selected from the image as separate

training sets.
• For each experiment, the random selection of the training set was repeated 25 times

and the average of the overall accuracy, average accuracy and kappa statistics were
calculated and reported.

Dataset 1: Pavia Centre
• acquired by the ROSIS sensor
• 610 * 340 pixels 
• geometrical resolution of 1.3 m
• 103 spectral bands
• We used the first four of its PCs which 

contained 99.16% of the total variance

Dataset 2: Salinas Valley 
• acquired by the AVIRIS sensor
• 512 * 217 pixels 
• geometrical resolution of 3.7 m
• 204 spectral bands
• We used the first four of its PCs which 

contained 99.68% of the total variance


