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Abstract Parkinson’s disease (PD) is a neurological dis-
order that affects the communication ability of patients.
There is interest in the research community to study acous-
tic measures that provide objective information to model
PD speech. Although there are several studies in the liter-
ature that consider different characteristics of Parkinson’s
speech like phonation and articulation, there are no stud-
ies including the aging process as another possible source
of impairments in speech. The aim of this work is to ana-
lyze the vowel articulation and phonation of Parkinson’s
patients compared with respect to two groups of healthy
people: (1) young speakers with ages ranging from 22 to
50 years and (2) people with ages matched with respect to
the Parkinson’s patients. Each participant repeated the sus-
tained phonation of the five Spanish vowels three times and
those utterances per speaker are modeled by using phona-
tion and articulation features. Feature selection is applied
to eliminate redundant information in the features space,
and the automatic discrimination of the three groups of
speakers is performed using a multi-class Support Vector
Machine (SVM) following a one vs. all strategy, speaker
independent. The results are compared to those obtained
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using a cognitive-inspired classifier which is based on neu-
ral networks (NN). The results indicate that the phonation
and articulation capabilities of young speakers clearly dif-
fer from those exhibited by the elderly speakers (with and
without PD). To the best of our knowledge, this is the first
paper introducing experimental evidence to support the fact
that age matching is necessary to perform more accurate
and robust evaluations of pathological speech signals, espe-
cially considering diseases suffered by elderly people, like
Parkinson’s. Additionally, the comparison among groups of
speakers at different ages is necessary in order to understand
the natural change in speech due to the aging process.

Keywords Parkinson’s disease - Phonation - Articulation -
Aging voice - Multi-class SVM - Neural networks

Introduction

There exist different physiological changes in people’s life
due to several reasons including aging and disease con-
ditions. There are changes in speech that result from the
natural aging process [1]; however, when those disturbances
appear due to a disease, the changes must be analyzed
with detail in order to state which should be the treatment
required to ameliorate the state of the patient. As the speech
of elderly people can change due to the aging process or
due to the presence of a disease (or both), the description
and classification of features in speech that reflect such dif-
ferences is a topic that deserves special attention. Since
Parkinson’s disease (PD) is the second most prevalent neu-
rodegenerative disorder worldwide and affects about 2% of
people older than 65 years [2], this study addresses the anal-
ysis of phonation and articulation characteristics of speech
of people with PD and compare those features with respect
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to two groups of speakers: young and elderly people, both
with normal and healthy physical and mental conditions.

There are motor and non-motor symptoms associated
with PD and the majority of patients exhibit voice and
speech impairments due to the disease [3]. Additionally,
the changes in organs and tissues involved in voice produc-
tion which are associated with the aging process include
facial skeleton growth [4], pharyngeal muscle atrophy [5],
tooth loss [6], reduced mobility of the jaw [7], and tongue
musculature atrophy. These changes alter the phonation and
articulation dimensions of speech, for instance elderly peo-
ple exhibit a significantly greater frequency perturbation
than that in young speakers [8] and there are also dif-
ferences in the stability of the frequency and amplitude
of vocal fold vibration relative to young and middle-aged
adults [9]. A reduction in the frequency of the first three
vocal formants has also been observed [10]. Regarding
the speech impairments of PD patients, several dimensions
of speech are affected including phonation, articulation,
prosody, and intelligibility [11, 12]. Phonation impairments
in PD patients include inadequate closing of the vocal fold
and vocal fold bowing [13], which generates stability and
periodicity problems in vocal fold vibration [14]. The artic-
ulation problems are mainly related with reduced amplitude
and velocity of lip, tongue, and jaw movements [15], gen-
erating a reduced articulatory capability in PD patients to
produce vowels [16] and to produce continuous speech
[17]. These deficits reduce the communication ability of PD
patients and make their normal interaction with other people
difficult.

There are many contributions in the literature analyzing
the impact of PD in the articulation and phonation capability
of the patients. In [16], the authors compare the speech of
68 PD patients and 32 age-matched healthy controls (HC).
The vowels /a/, /i/, and /u/ were extracted from a text which
was read by the speakers. The values of the first two for-
mants (F| and F3) are calculated from each vowel to form
the vowel space, i.e., Fi vs F,. The vowel articulation is
analyzed with the triangular Vowel Space Area (tVSA),
and the Vowel Articulation Index (VAI). The authors con-
clude that VAI is reduced in PD speakers compared with
respect to the HC group. In [18], speech recordings of 38 PD
patients and 14 HC are analyzed. The participants repeated
three sentences several times. The vowels /a/, /i/, and /u/
are extracted from the recordings and several articulation
features are estimated including tVSA, natural logarithm of
tVSA, Formant Centralization Ratio (FCR), and the ratio
F»i/Fy,, where F>; and Fy, are the values of the second
formants extracted from the vowels /i/ and /u/, respectively.
The results indicate that FCR and F»;/F>, are highly cor-
related (r = —0.90); additionally, the authors conclude that
with both measures it is possible to differentiate PD patients
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from HC speakers. In [19], the authors performed vowel
articulation analyses in recordings of 20 early PD patients
and 15 aged-matched HC. The speech tasks considered
in this study include sustained phonations of the Czech
vowel /i/, repetition of short sentences, reading of a text
with 80 words, and a monologue of approximately 90 sec
duration. The articulation analysis was performed with dif-
ferent acoustic measures such as tVSA, VAIL, F| and F>,
and the ratio F3;/Fz,. The monologue was the most suit-
able task to differentiate speech of early PD patients and HC
speakers, with classification accuracies of up to 80%. The
authors claim that, based on their results, sustained phona-
tion may not be suitable to evaluate vowel articulation in
early PD; however, this assertment contradicts other studies
in the state of the art indicating that the analysis of sustained
phonations seems to be a good alternative to assess Parkin-
son’s speech [14, 20-23]. Besides the articulation analysis,
several studies consider phonation in speech of people with
PD. In [20], phonation features are calculated upon sus-
tained phonations of the English vowel /a/. The database for
those experiments includes 263 phonations performed by 43
subjects (33 PD patients and 10 HC). A total of 132 mea-
sures are considered including different variants of jitter and
shimmer, several noise measures, Mel Frequency Cepstral
Coefficients (MFCCs), and nonlinear measures. Two dif-
ferent classification strategies are compared, random forest
(RF) and Support Vector Machines (SVM) whit Gaussian
kernel. The classifiers are trained following a 10-fold cross
validation strategy, i.e., the 263 phonations are split into two
subsets: training, which consists of 90% of the data (237
phonations), and test subset, which consists of the remain-
ing 10% of the data (26 phonations). The process is repeated
100 times, randomly permuting the train and test subsets.
The authors report accuracies of up to 98.6% using 10 dys-
phonia features; however, the speaker independence is not
satisfied. Note that the database contains 263 phonations
from 43 subjects, which means that each speaker repeated
the phonation about 6 times, but the authors did not assure
that all of the repetitions were in the same subset (train or
test). This strategy leads to methodological issues because
the recordings are mixed into the train and test subsets, pro-
ducing optimistic results and possible biased conclusions. In
[24], phonation and articulation analyses are performed con-
sidering recordings of sustained vowels performed by a total
of 100 speakers. The five Spanish vowels are uttered three
times by 50 PD patients and 50 age-matched HC. Articula-
tion analysis is performed with different acoustic measures
such as F and F;, tVSA, and VAL Additionally, three new
measures are introduced: the vocal prism volume, the Vowel
Pentagon Area (VPA), and the vocal polyhedron. Phonation
is evaluated trough a set of measures that includes jitter,
shimmer, and the correlation dimension (D2). The authors
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performed the automatic classification of PD speakers and
HC, and report accuracies of 81% when phonation and
articulation features are combined. Although each speaker
repeated the phonations several times, the authors report
that the speaker independence is satisfied, i.e., the three
repetitions of the same speaker are in the train or test
subsets but not mixed. Besides the analysis of phonation
features to detect/discriminate Parkinson’s disease, there are
other works focused on the understanding of several dis-
eases that negatively impact speech. For instance in [25] the
authors present an analysis of the neural pathways involved
in the production of phonation and perform experiments to
show their connection to different phenomena like vocal
fold stiffness which is present in most of the Parkinson’s
patients. Additionally, in [14] several diseases are consid-
ered (Parkinson’s, cleft lip and palate, and laryngeal cancer)
and analyzed by modeling sustained phonations of vowels.
According to the results, in order to obtain a more accu-
rate description of each disorder, it is necessary to consider
different features, for instance phonation features are more
affected in patients with laryngeal cancer than in patients
with cleft lip and palate.

Regarding the studies analyzing the impact of aging in
speech, in [9] the authors consider sustained phonations of
the English vowel /a/ and compute fifteen phonation mea-
sures of the Multi-Dimensional Voice Program (MDVP)
model 4305. The set of measures includes Fy, jitter, Pitch
Perturbation Quotient (PPQ), Relative Average Perturbation
(RAP), variability of Fp, Amplitude Perturbation Quotient
(APQ), shimmer, Noise to Harmonics Ratio (NHR), and
others. A total of 44 speakers (21 male and 23 female)
aged between 70 and 80 years were considered and com-
pared with respect to the norms for young and middle-aged
adults published in [26]. The authors perform statistical
analyses and report that the voice of elderly people is
significantly different (usually poorer) than the voice of
young and middle-aged adults. In [27], the authors calcu-
late several phonation measures to assess the stability of
vocal fold vibration and to quantify the noise in the voice
of 159 younger speakers with ages between 18 and 28
years, and 133 older adults with ages between 63 and 86
years. The authors conclude that the instability of the vocal
fold vibration increases with age. The Dysphonia Sever-
ity Index (DSI) was also measured and only older females
exhibited higher values than those in younger females. No
statistical differences were observed between younger and
older males. Other study that evaluates the influence of
aging in the speech of elderly people considering phona-
tion and articulation analyses is presented in [28]. A total
of 27 young speakers with mean age of 25.6 years and
59 older people with mean age of 75.2 years is con-
sidered. Each participant was asked to read a set with 22

consonant-vowel-consonant (CVC) words. The vowels and
oral stops of each word where extracted and analyzed using
Praat [29]. The authors analyze several acoustic properties
including Fy, the first three formants and the Voice Onset
Time (VOT). Fy allows them to study possible changes
in the fundamental frequency of vocal fold vibration, and
the first three formants give information about the position
of the tongue (forward, backward, or closer to the palate),
and the VOT provides information about the timing to pro-
duce the oral stops. According with the results, there is a
clear lowering of Fp with age for women, and a raising of
Fy with age for men. This finding is consistent with pre-
vious reports such as [8]. The authors highlight also that
older men showed shorter VOT's than both younger men and
younger women, which is also reported in [30]. A greater
variability in Fy, the three formants, and the VOT is system-
atically observed in the speech productions by older adults
compared to their younger same-sex counterparts. As the
natural aging process in humans carries several alterations
in speech production and perception, the impact of aging in
the detection of voice disorders is still an open problem and
its relevance in the clinical practice was recently studied in
[31].

Additionally, there are several works in the state-of-the-
art where cognitive-inspired systems are proposed to model
speech. For instance in [32] the authors present a system
based on multi-scale product with fuzzy logic to separate
voiced and unvoiced segments in speech signals. Addition-
ally, a comb filter is applied to reduce noise in the voiced
segments while the classical spectral subtraction is applied
upon the unvoiced frames. According to the results, the
cognitive-based approach outperforms other state-of-the-art
methods to reduce noise in speech signals recorded in non-
controlled acoustic conditions. In [33], the authors perform
the automatic detection of affective states from speech.
They compared a classical model based on Gaussian Mix-
ture Models (GMM) with a cognitive inspired multi-layer
perceptron (MLP). Several feature sets typically used in
speech processing such as MFCCs, energy content, pitch
and others are used. According to their results, the GMM-
based approach is more suitable than the MLP to mo-
del emotional speech signals. Also in [34] the authors pre-
sent a special issue with several contributions considering
cognitive systems to model different phenomena of speech.

Considering the increasing relevance of cognitive sys-
tems to model speech signals, the proposed approach is
compared to a cognitive-inspired classifier which is based
on a multi-class neural network. According to our results,
the cognitive-inspired classifier is a good alternative for
the multi-class task of discriminating Parkinson’s patients,
elderly healthy speakers and young healthy speakers. Addi-
tionally, the reviewed state-of-the-art shows that most of the
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studies are focused on comparing Parkinson’s speech with
respect to the speech of age- and gender-matched healthy
controls. However, abnormal vocal fold vibration and artic-
ulatory problems may appear in healthy speakers due to the
aging process. Thus, the age is a confounding factor when
automatic systems are used for diagnosis. The aim of this
paper is to evaluate the effect of Parkinson’s disease and
aging in the phonation and articulation processes of speech.

The rest of the paper is organized as follows: “Data
Description” includes the description of the data, “Method-
ology” includes details of the methodology presented in the
paper. “Feature Extraction” describes the features computed
to model the speech signals, “Experiments and Results”
describes the experiments and results, “Cognitive-Inspired
Classifier” introduces a cognitive-inspired multi-class clas-
sifier and includes the obtained results to be compared with
respect to those obtained with the proposed approach, and

Table 1 Detailed information of the PD patients and healthy speakers

finally “Conclusions” includes the conclusions derived from
this work.

Data Description

Three groups of speakers will be compared in this paper:
50 patients with PD, 50 age and gender -matched healthy
controls (aHC), and 50 healthy young speakers (yHC). Each
group contains 25 male and 25 female. The participants
are Spanish native speakers and were asked to pronounce
the five Spanish vowels in a sustained manner. The age
of PD patients ranges from 33 to 81 (mean 61.14 +9.61),
the age of the aHC group ranges from 31 to 86 (mean
60.9 £ 9.46), and the age of the yHC group ranges from 17
to 52 (mean 22.94 &+ 6.06). The recordings were captured
in a sound-proof booth using a professional audio-card and

M-PD M-aHC M-yHC W-PD W-aHC W-yHC
AGE UPDRS-III t AGE AGE AGE UPDRS-III t AGE AGE
81 5 12 86 52 75 52 3 76 38
77 92 15 76 32 73 38 4 75 34
75 13 1 71 30 72 19 25 73 27
75 75 16 68 28 70 23 12 68 24
74 40 12 68 26 69 19 12 65 24
69 40 5 67 26 66 28 4 65 23
68 14 1 67 26 66 28 4 64 23
68 67 20 67 26 65 54 8 63 23
68 65 8 67 24 64 40 3 63 22
67 28 4 65 23 62 42 12 63 22
65 32 12 64 23 61 21 4 63 22
65 53 19 63 22 60 29 7 62 21
64 28 3 63 22 59 40 14 62 21
64 45 3 62 22 59 71 17 61 21
60 44 10 60 22 58 57 1 61 21
59 6 8 59 21 57 41 37 61 21
57 20 0.4 56 21 57 61 17 60 19
56 30 14 55 20 55 30 12 58 19
54 15 4 55 20 55 43 12 57 19
50 53 7 54 20 55 30 12 57 19
50 19 17 51 19 55 29 43 55 18
48 9 12 50 18 54 30 7 55 18
47 33 2 42 18 51 38 41 50 18
45 21 7 42 18 51 23 10 50 17
33 51 9 31 17 49 53 16 49 17

t time post PD diagnosis in years, M-PD men Parkinson’s disease, M-aHC men age-matched healthy controls, M-yHC men young healthy
controls, W-PD women Parkinson’s disease, W-aHC women age-matched healthy controls, W-yHC women young healthy controls, MDS-UPDRS

Movement Disorder Society-Unified Parkinson’s Disease Rating Scale

@ Springer
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Fig. 1 Age distribution of the PD patients (black curve), aHC (dark-
blue curve), and yHC (light-gray curve) groups

a dynamic omni-directional microphone. The speech sig-
nals were sampled at 44.1 kHz with 16-bit resolution. All of
the PD patients were diagnosed by a neurologist expert and
were labeled according to the motor sub-scale of the Move-
ment Disorder Society-Unified Parkinson’s Disease Rating
Scale (MDS-UPDRS-III) [35]. The patients were in ON-
state during the recording session, i.e., no more than 3 h
after the morning medication. None of the speakers in the
healthy groups had symptoms associated with PD or any
other neurological disease.

Table 1 displays details of the age, MDS-UPDRS-III
scores, and the time after the PD diagnosis. Male and female
are presented separately. For the aHC and yHC groups, only
the age values are provided.

Figure 1 shows the age distribution from the three groups
of speakers represented with box plots (top figure) and fit-
ted kernel densities (bottom figure). It can be observed that
there are 4 outliers in the yHC group, two in the PD and one
in the aHC. As the construction of this database started with
the PD patients and the original group included one young
patient (33 years) and one old patient (81 years), the out-
liers of the other two groups were included to compensate
the unbalance introduced in the PD group.

Methodology

Figure 2 illustrates the methodology proposed in this
study. It comprises four main stages. (1) Recording and

Fig. 2 Methodology

Vowels aHC  Vowels yHC

preprocessing of the five Spanish vowels uttered by the
participants. (2) Computation of the features upon the
voice signals (the five Spanish vowels are considered per
speaker) in order to model the articulation and phonation
dimensions, forming two feature matrices [V puolmxnpy,
and [Wartlmxn,,, for phonation and articulation models,
respectively. The features extracted form the five Spanish
vowels are considered together in all of the experiments. m
is the number of speakers, npj, is the number of phona-
tion features, and 7 4, is the number of articulation features.
(3) Feature selection and relevance analysis is performed
by using principal component analysis (PCA). In this stage,
the feature space is reduced, thus the new feature matrices
are [Wpnolmxppn, a0d [Warilnxpy,,» Where ppjo < m and
part < m. (4) The automatic discrimination of the three
groups of speakers (PD, aHC, and yHC) is performed by
using two different multi-class classifiers, one is based on
SVM and the other one is based on NN. More details of each
stage are presented in the following subsections.

Voice Recording and Pre-processing

The voice signals are recorded in a sound-proof booth, using
a professional audio card (M-Audio, ref. Fast Track Pro.)
and an omni-directional microphone (Shure, ref. SM63)
connected using professional cabling. All the recordings are
normalized in amplitude between —1 and +1. Although the
acoustic conditions are quite controlled in our recordings, a
cepstral mean subtraction procedure is applied in order to
remove possible bias introduced by changes in the distance
to the microphone during the recording session and among
speakers [36].

Feature Extraction

The recordings of the five Spanish vowels uttered in a
sustained manner are modeled considering phonation and
articulation measures. Phonation features evaluate disor-
ders in the vocal folds vibration, and articulatory features
(extracted from sustained phonations) evaluate changes in
the position of the tongue while different vowels are pro-
duced. Each feature is calculated on a frame basis. The
length of each frame and the corresponding overlap depends
on the nature of the feature, i.e., there are long-term or short-
term analyses. Four functionals are computed per feature:
mean, standard deviation, kurtosis, and skewness. Details

Feature extraction Feature selection  Classification

: :
' Phonation  Articulation ! Relevance analysis : Multi-class
1 nPh()‘ nArf - ' Q :
! > H — " 0le
| |00000 00000 0000 i So%e._.
! |oocooo 00000 ! 0000 -0, Ta
.. 1m|00000 m|00000 M |®@0000 Soiaa"a
) + |oooO0O 00000 | ®0000 1SSo Aa
' YOO0O0O 00000 ! ®0000 2
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of the computed features are presented in the following
subsections.

Phonation Measures

- Jitter and shimmer: Variations in the frequency and
amplitude of the pitch period are defined as jitter and
shimmer, respectively.

- Amplitude Perturbation Quotient (%): This feature
measures the long-term variability of the peak-to-peak
amplitude of the pitch period with a smoothing factor
of 11 periods [37].

- Pitch Perturbation Quotient (%): This feature measures
the long-term variability of the fundamental period
(pitch) with a smoothing factor of 5 periods [37].

The jitter, shimmer, APQ, and PPQ are used to
model the stability of vocal fold vibration. Addition-
ally, several noise features are extracted with the aim of
modeling glottal and turbulent noise that appears due to
the abnormal closing of the vocal fold which is typically
observed in people with loss of control of the vocal fold,
like PD patients.

- Harmonics to Noise Ratio (HNR): The computation
of HNR is based on the assumption that a sustained
phonation has two components: a quasi-periodic com-
ponent that is the same from cycle-to-cycle and a noise
component that has a zero mean amplitude distribution.
HNR is determined as the relation between the acoustic
energy of the average harmonic structure and the noise
component of the voice signal. HNR is calculated using
the method presented in [38].

- Cepstral Harmonics to Noise Ratio (CHNR): This mea-
sure is based on the method presented in [39] for the
calculation of the HNR in the cepstral domain.

- Normalized Noise Energy (NNE): This is an acous-
tic measure introduced in [40] to evaluate the noise
components of pathological voices.

- Glottal to Noise Excitation Ratio (GNE): This measure
was introduced in [41] to determine whether a voice
signal is generated from vocal fold vibration or from
turbulent noise originated in the vocal tract.

Articulation Measures

- Vocal formants: The formants are defined as acoustic
energy accumulated in certain frequency bands. The
energy is generated from the shape and position formed
by the articulatory organs involve in the speech produc-
tion process. Commonly, the F; and and F> are used
to measure articulatory impairments during sustained
phonation. Additionally, F and and F; are used for the
estimation of tVSA, VPA, and FCR.

@ Springer
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Fig. 3 Vowel triangles for the PD patients (dark-gray solid triangle),
aHC (gray dotted triangle), and yHC groups (black dotted triangle)

- Triangular Vowel Space Area (tVSA): This measure
is used to model possible reduction in the articulatory
capability of speakers. Such a reduction is observed as
a compression of the area of the vocal triangle, i.e., a
reduced value of tVSA. The main hypothesis is that
young speakers have a better articulation capability than
elderly speakers (either healthy or with PD), thus they
are able to move their tongue with greater amplitudes
and they are able to hold it longer in certain positions
according to the pronounced phonation. Figure 3 dis-
plays the average vocal triangles obtained considering
phonations of the PD group (solid dark-gray lines), aHC
group (dotted gray lines), and yHC group (dotted black
lines). Note that PD patients exhibit a compressed tVSA
compared to those obtained with the yHC and aHC
groups. The largest triangle of the young group con-
firms the hypothesis and indicates that they have a better
articulation capability.

- Vowel Pentagon Area (VPA): This measure allows
the quantification of articulatory movements performed
when producing the five Spanish vowels. This measure
was introduced in [24] to evaluate articulatory deficits
of people with Parkinson’s disease. Figure 4 shows the
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Fig. 4 Vowel pentagon for the PD patients (dark-gray solid polygon),
aHC (gray dotted polygon), and yHC groups(black dotted polygon)
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vocal pentagon obtained with phonations of the PD
patients, aHC, and yHC. The largest VPA is obtained
with phonations of the yHC group, which confirms the
result obtained with tVSA.

- Formant Centralization Ratio (FCR): This measure was
introduced by Sapir et al. in [18] to analyze changes
in the vocal formants with a reduced inter-speaker vari-
ability, it can be used to improve the discrimination of
people with PD and healthy speakers.

- Mel Frequency Cepstral Coefficients: These coeffi-
cients are a smoothed representation of the speech
spectrum considering information of the scale of the
human hearing. They are widely used to model articu-
latory problems in the vocal tract [42]. In this study, 12
MFCCs along with their first- and second-order deriva-
tives are considered. The derivatives are included to
capture the dynamic information of the coefficients.

Feature Selection

A relevance analysis was performed for the combination of
the five Spanish vowels using PCA with a modification that
allows to obtain a reduced representation formed with the
original descriptors rather than a transformed representation
of the feature space. This approach was successfully used
in previous studies where the reduction of redundancy and
dimensionality of the feature space yield improved results
[43]. PCA is based on the variance—maximization with the
aim of find the p most relevant features of the original space
X € R™*P (n: number of observations, p: number of origi-
nal features), which makes it possible to build the subspace
representation X, € R™*?, (p < p), where each of the p
variables are not correlated with each other. Although PCA
is commonly used as a reducing dimension technique, it can
also be used for feature selection based on the relevance
analysis of each feature, in such a way that a subset of the
original feature space can be obtained [44]. The relevance
of each feature in the original feature space can be identi-
fied according to @, which is defined according to Eq. 1,
where A ; and v; are the eigenvalues and eigenvectors of the
original feature matrix.

P
DN e
J

The values of ¢ for each feature are related to the con-
tribution from each feature of the original space to each
principal component. The original feature that is more cor-
related with each principal component will have the highest
value of p. In that way, the original feature can be recov-
ered from the principal component and added to the feature
subspace.

Data Distribution: Train, Development, and Test

The distribution of the data is performed into two stages. In
the first stage, there are 50 speakers per group (PD, aHC,
and yHC). Forty-five speakers of each group are considered
to form the training subset and the remaining five speak-
ers are considered to form the test subset. The second stage
of the data distribution consists of dividing the subset of 45
train speakers into two sets: train and development. Forty of
the 45 train speakers per group are considered to train the
classification models and the remaining five speakers are
considered to optimize the parameters of the classifiers, i.e.,
development set. Once the models are optimized, they are
tested upon the five samples that were separated in the first
stage of the data distribution. The first stage of the data dis-
tribution is performed 10 times to compute the confidence
intervals of the classification accuracies. The second stage
of the data distribution is repeated 9 times for a better opti-
mization of the parameters in the classifier. This procedure
is illustrated in Fig. 5. We are aware of the fact that this pro-
cedure is slightly optimistic; however, considering that only
two parameters are optimized, the bias is minimal.

Classification

Two different strategies are performed to assess the influ-
ence of age in the voice of the three groups of speakers:
PD patients, aHC, and yHC. The first strategy consists of
training three SVMs with Gaussian kernel to perform three
different classification experiments, respectively: (1) yHC
vs. aHC groups, (2) PD vs. aHC, and (3) yHC vs PD. The
other strategy consists of a multi-class SVM to automati-
cally discriminate among the three groups of speakers: PD,

40aHC 40PD 40yHC ~ 5aHC 5PD |5yHC

Parameter

|

esults

optimization

Fig. 5 Train, development, and test data distribution
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aHC, and yHC. The aim of this strategy is to state to what
extent the age is a confounding factor in situations where
the system that discriminates between PD vs. HC includes
young and/or age-matched healthy speakers in its training
set. Further details about these two strategies are described
in the following subsections.

Multi-class SVM 1t is necessary to introduce the case of a
binary SVM classifier. The goal of an SVM is to discrim-
inate data points by using a separating hyperplane which
maximizes the margin between two classes. When some
errors in the process of finding the optimal hyperplane
are allowed, the classifier is known as a soft-margin SVM
(SM-SVM) and the decision function is expressed as

Wl oG, +b)>1—&,.,n=1,273..,N )

where 7, € {—1,+1} are the class labels, ¢(x) is the
transformed feature space, w is the vector normal to the
hyperplane, b is the bias parameter, N is the number of
samples, and £ > 0. In the SM-SVM approach, the errors
in classification due to the overlapped classes are allowed.
However, these errors are penalized using the slack variables
&,, which are introduced as the cost for misclassified data
points. Figure 6 shows the influence of the slack variables
in a SM-SVM. Considering class y(x) = +1 as reference,
the slack variables take values of &, = 0 for each data point
that lies on the margin or in the correct side of the margin
(red circles). For the data points inside the margin and in
the correct side of the decision boundary, the slack variables
take values in the range of 0 < &, < 1 (green circles). For
those data points on the wrong side of the margin, the values
of the slack variables are &, > 1 (blue circles) [45]. Now
the goal is to maximize the margin while penalizing the data
points for which &, > 1. Therefore, we wish to minimize

N
S 1
minimize C ZE,, + EHWHZ 3)
n=1
where the parameter C controls the trade-off between &,
and the margin [45]. This is a convex optimization problem

Fig. 6 Soft-margin SVM

@ Springer

where the goal is to minimize Eq. 3 subject to the constrains
introduced in Eq. 2. One way to solve the problem is in its
dual formulation using the Lagrange multipliers. The main
idea in the dual formulation is to construct the Lagrange
function from the primal function (objective function). The
Lagrange function of the primal problem is expressed as

N

1 N N
L= IwIP+C Y &) anitn W §(xn)+b)—1+En}) _ tinke

n=1 n=1 n=1

“)

where o, > 0 and p, > 0 are Lagrange multipliers. In
order to compute b the Karush-Kuhn-Tucker (KKT) condi-
tions are verified. The set of KKT conditions are expressed
as [46]:

1. Primal constrains
o, >0 (®)]
(W $(xn) +Db) = 1+& >0 (6)
2. Complementary slackness
an(ta(W $(x,) +b) — 14+ &,) =0 @)
Unén =0 (®)
3. Dual constrains
a, >0 ©)]
tn =0 (10)

Now w, b, and &, have to vanish for optimality. This is
accomplished estimating the partial derivatives of L with
respect the primal variables:

N
oL
— = Zantn =0
b ot

oL Al
% =Ww-= Zantn¢(xn) =0
n=1
oL C 0 (11)
—_— —_— a —_— =
98, n — MUn
Now the dual Lagrangian formulation is expressed as
N | NN
Lp = Zan - 5 Z Z A tntmk (Xy, X ) (12)
n=1 n=1m=1
Subject to
O<ap=C (13)
N
>ty =0 (14)
n=1
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where k(x,, xn) = ¢(x)T¢(x’) is known as the kernel
function. Data points where o, > 0 are called support
vectors and must satisfy the condition

LW (x,) +b) =1—&, (15)

From Eq. 11, it can be observed that if o, < C then w,, > 0.
It follows from Eq. 8 that £, = 0, which indicates that such
data points lie on the margin. The data points where o, = C
can lie inside the margin and in this case the slack variables
can be either §, < 1 or § > 1. The support vectors for
which 0 < ¢, < C have &, = 0. Substituting in Eq. 15, it
follows that those support vectors will satisfy

t (Z bk (X, Xm) + b) =1

meS

(16)

To compute b, a numerically stable solution is obtained by
averaging.

1
b —_— (fn - Z Atk (xy, xm))
nemM

= an
Nm meS
where M and S represent the set of data points such that
0 < o < C and the set of total support vectors, respec-
tively [45]. The SM-SVM described before corresponds to
the case of overlapped data with a linear decision boundary.
However, in many applications, a linear decision function
may not exist or is not optimal to discriminate overlapped
data. In those cases, kernel functions are considered to build
a non-linear decision boundary. One of the most common

Fig. 7 “One vs all” strategy
addressed to train/test a
three-class SVM classifier

kernel used in Pattern Recognition is the Gaussian kernel,
which is expressed as

2
2 ln—2m H2

k(x,, xp,) =e (18)

where y is the bandwidth of the Gaussian kernel. In this
study, the parameters C and y are optimized in a grid-search
up to powers of ten with 1 < C < 10*and 1 < y < 103
and the selection criterion is based on the highest accuracy
obtained in the development subset. The automatic classi-
fication of the three classes is performed following a “one
vs. all” strategy: three binary classifiers are considered, each
classifier has a target class which is compared with respect
to the combination of the remaining two classes, i.e., PD vs.
aHC +yHC, aHC vs. PD + yHC, and yHC vs. PD +aHC. A
total of three scores per recording are obtained. Recordings
with maximum positive classification score are associated
with the corresponding target class. If the maximum score
is not positive, the recording should belong to one of the
remaining two classes, thus a second binary classification
is performed to decide in favor of one of those two remain-
ing classes. Figure 7 shows a diagram that illustrates this
strategy.

Classification and Class-Separability Analysis

Three different SVMs are trained. The first SVM is trained
considering only the yHC and aHC groups. This experi-
ment is performed to evaluate the discrimination capability
of the proposed system when the age is the only difference
between the two classes. In the second experiment, only

Test recording
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class class | class class class class

§ N N 1 § SN N N N 3

.| PD W ﬁHC-yHC aHC w PD-yHC r yHC 1 ﬁD-aHJ

1 N N SN N N

J; "41;\ — 2 /
_n o e
T
- P —
N | Choose maximum ()
( § [y <0)
&g’ ‘ 13 ) N
Combined classes
i N i
Target class 1 FC]&SS 1 W [ Class 2}
H I\ i

\ S

L

{Final decision

N

@ Springer



Cogn Comput

Fig. 8 a Representation of the
SVM and b the SVM score
distribution

a

the PD and aHC groups are considered for training. This
experiment is to evaluate the suitability of the features to
discriminate between Parkinson’s patients and age-matched
healthy controls. The third SVM is trained considering only
the yHC speakers and PD patients. Both, age and PD are
factors that affect the speech of elderly people, thus the dif-
ference between young speakers and PD patients should be
larger than between young and healthy elderly people.

In order to analyze the results from the three experiments,
the scores of the SVM are used to model the separability
of the three classes, i.e, yHC vs. aHC, PD vs. aHC, and
yHC vs. PD. These scores represent the distance of each
data point to the separating hyperplane. Figure 8 shows a
representation of the separation between two classes using
an SVM and the probability density distribution of the
distance of each data point to the separating hyperplane.
The shadowed portion of the two distributions in Fig. 8b
represents the probability of a sample to be misclassi-
fied. The “error area” is equivalent to the margin indicated
in Fig. 8a.

Experiments and Results
Score Analysis

The SVM score analysis is performed for the three cases
described above and training SVM with different feature
vectors: (1) only phonation features, (2) only articulation
features, and (3) the combination of both. Figure 9 shows
the histograms and the fitted probability density distribution

Fig. 9 Histograms and their Phonation

Class 1

b

Distribution of
scores for class 1

\

Distribution of
scores for class 2

/

}Margin
o &

of the scores obtained from the phonation and articulation
measures. The fitted distribution is based on a normal ker-
nel function, and is evaluated at equally spaced points, that
cover the range of the data. The SVM is trained considering
features extracted from speakers of the the aHC and yHC
groups. Both groups are statistically different when using

o

Error area

phonation features (#(98) = —6.81, p < 0.001), artic-
ulation features (#(98) = —11.11, p < 0.001), and the
combination of both sets (#(98) = —11.98, p < 0.001).

The alpha level is set to 0.01 for all statistical tests. Figure 9
shows that there is a clearer separation between the fitted
distributions when the articulation features are considered.
These results confirm previous findings reported in the liter-
ature, where the deterioration in the articulatory capability
in the speech of elderly people is described.

Figure 10 shows the fitted distributions for the PD
patients and aHC speakers. These groups are not statisti-
cally different when training only with phonation features
(((98) = —2.28, p = 0.025)) and nor with the articu-
lation features ((r(98) = —2.42, p = 0.017)). However,
the two groups are statistically different when the phonation
and articulation features are combined ((#(98) = —3.50,
p < 0.001)). All the statistical tests were performed with
an alpha value of 0.01. These results indicate that in order
to model the speech impairments of people with PD, it is
necessary to include information about their phonation and
articulation capabilities, and it makes sense considering that
PD affects among others, the vocal fold movement, the res-
piration process and the proper control of the articulator that
are involved in the speech production process, e.g., tongue,
lips, and jaw.

Articulation Phonation and articulation

corresponding fitted probability
density distributions for the
scores obtained from the yHC
group (dark-gray histograms
with red curves) and the aHC
group (light-gray histograms
with black curves)

M EyHC
[ JaHC
\

/

SVM score distribution
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Fig. 10 Histograms and their Phonation

Articulation Phonation and articulation

corresponding fitted probability
density distributions for the
scores obtained from the PD
group (dark-gray histograms
with red curves) and the aHC
group (light-gray histograms
with black curves)

SVM score distribution

PD patients (PD) and young speakers (yHC) are statis-

tically different when using phonation (#(98) = —6.55,
p < 0.001) and articulation features (#(98) = —13.84,
p < 0.001). With the combination of both feature sets the
result shows also difference among groups (¢ (98) = —6.36,

p < 0.001). The alpha level here is also set to 0.01 for
the statistical tests. Figure 11 displays the fitted probabil-
ity density distributions for the score vectors. Note that the
articulatory measures are the most suitable to detect differ-
ences in speech of PD and yHC speakers, which confirms
the results shown in Fig. 9.

Relevance Analysis

Feature selection consists of eliminating features with the
highest linear correlation, i.e., features that provide the same
or similar information. Phonation and articulation features
are extracted from the utterances. 10-fold cross validation
analysis is performed in order to compute a mean weighted
vector p, with p;, = 1/10 Zilgl Pri» where p,; is the weight
of relevance of the k-th feature in the i-th fold. The orig-
inal features are sorted according to p. Features with a
correlation greater than 80% are eliminated considering the
relevance order given by p.

In the case of phonation, a total of 480 features were
extracted from the phonation of the five Spanish vowels and
309 were selected after the relevance analysis. The most rel-
evant features were the shimmer, the APQ, the NNE and
the PPQ. This result indicates that the stability of the vocal
fold vibration is the most important characteristic in the
phonation process at least to discriminate the three groups
of speakers considered in this paper.

Fig. 11 Histograms and their Phonation

BrD
[ JaHC

SVM score distribution SVM score distribution

The set of measures computed for the articulation com-
prises 2289 features and a total of 1276 remained after the
feature selection stage. The most relevant features were the
first and second derivatives of the MFCCs. However, it is
not clear whether a particular coefficient is more relevant
than the others. This result indicates that at least to represent
the articulatory capability of speakers based on sustained
phonations, the MFCCs are the most suitable features. This
result confirms previous findings reported in the literature
where the capability of the MFCCs to model irregular move-
ments in the vocal tract is shown [42]. Regarding the combi-
nation of the phonation and articulation features results on a
2769-dimensional feature vector, which is reduced to 1581
features after the relevance analysis. In this case, most of the
features are from the articulation set (the first and second
derivatives of the MFCCs) along with noise measures.

None of the Spanish vowels showed to be more relevant
than the others. However, the mean and standard deviation
computed for the features are always sorted at the top of the
relevance vector. This behavior is depicted in Fig. 12 for the
case of phonation, articulation, and the combination of both
feature sets.

Binary SVM and Optimization of the Multi-class SVM

Three individual binary SVM were trained following a “one
vs all strategy”. Two scenarios are included: (1) the feature
space is considered with the total number of features, and (2)
the feature space is reduced by performing PCA-based fea-
ture selection following the relevance analysis introduced in
“Relevance Analysis”. Table 2 shows the accuracy, sensitiv-
ity, specificity, and the Area Under the ROC Curve (AUC)

Articulation Phonation and articulation

corresponding fitted probability
density distributions for the
scores obtained from the yHC
group (dark-gray histograms
with red curves) and the PD
group (light-gray histograms
with black curves)

EyHC
[JPD

SVM score distribution

SVM score distribution SVM score distribution
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Fig. 12 Graphical representation of the relevance analysis for phonation, articulation, and the combination of both feature sets

obtained when training each SVM with the complete feature
spaces (ROC stands for Receiver Operating Characteristic).
The aim of this stage is to find the optimal meta-parameters
(y and C) for the subsequent multi-class SVM. It can be
observed that highest accuracies are obtained discriminating
the yHC group (81, 94, and 95%, for phonation, articula-
tion, and the combination of both, respectively). Based on
these results, it is expected the multi-class SVM to be able
to discriminate young speakers from the others with a rel-
atively high accuracy. When discriminating PD and aHC
groups from the others, the accuracies are not high, indi-
cating that aging is a confounding factor between healthy
elderly speakers and people with Parkinson’s disease. The
best results obtained with no feature selection are compactly
displayed in the ROC curves of Fig. 13.

The results obtained when PCA-based feature selection
is considered (scenario 2) are displayed in Table 3. Note that
these results are, in general, lower than those obtained when
no feature selection is applied. These results could indicate
that the correct discrimination of each class is a complex
task and requires information from all of the features. With
the aim of providing the reader more elements to analyze the
two scenarios, with and without feature selection, both cases
are also considered in the experiments with the multi-class
SVM.

Figure 14 shows the obtained ROC curves for each binary
SVM. In this case, the most relevant features are selected
following the PCA-based approach. Note that in general,
higher AUC values are obtained withe the articulation fea-
tures. The only exception is the aHC group which exhibits
higher AUC values when phonation and articulation features
are merged.

After training the binary classifiers, the multi-class
classification is performed considering the optimal meta-
parameters y and C. The aim of this experiment is to assess
the influence of young speakers in the automatic analysis
Parkinson’s voice. Table 4A displays the confusion matrix
obtained from the automatic classification of the three
groups of speakers when the complete set of articulation
features described in “Feature Extraction” is considered.
Table 4B shows the performance of the multi-class SVM
obtained when the PCA-based feature selection procedure
is performed. The meta-parameters of the classifier, previ-
ously optimized in the binary-classification process, are also
included in the table. Note that most of the misclassified
PD patients are confused with speakers of the aHC group
(Table 4A: 44%; Table 4B: 32%). Similarly, most of the
errors discriminating aHC speakers are made with PD pa-
tients (Table 4A and B: 28%). In this case, the feature selec-
tion seems to be beneficial for the automatic discrimination

Table 2 Results (in %) for the binary SVM trained following a “one vs all” strategy

Features Optimal parameters SVM ACC SEN SPE AUC
Phonation C =100,y =100 PD vs All 70 56 76 0.70
aHC vs All 70 55 78 0.71
yHC vs All 81 68 90 0.91
Articulation C=1,y =100 PD vs All 77 65 84 0.84
aHC vs All 71 55 83 0.76
yHC vs All 94 90 96 0.96
Phonation C =100,y = 1000 PD vs All 79 67 85 0.82
and aHC vs All 71 54 89 0.81
articulation yHC vs All 95 92 96 0.99

The complete feature space is considered, i.e., no PCA-based feature selection is performed. ACC accuracy, SEN sensibility, SPE specificity, AUC

area under the ROC curve
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Fig. 13 ROC curves obtained with the “one vs all” strategy. No PCA-based feature selection is performed

of PD speakers because the accuracy improves from 50%
(Table 4A) up to 66% (Table 4B). For the age-matched
healthy speakers the performance of the classifier was lower
with feature selection (60%) than with the complete fea-
ture set (66%). In both cases, the same number of aHC
speakers are misclassified as PD patients (28%). The results
show that feature selection improves the discrimination of
patients and healthy speakers (aHC and yHC groups). Note
also that the highest accuracy is obtained with young healthy
speakers (yHC) in both scenarios (Table 4A and B). Further,
the performance of the classifier is improved after feature
selection (from 84 to 89%). The results obtained with the
articulation features confirm previous observations made in
“Score Analysis”, where clear differences in the articula-
tory capability of young healthy speakers are observed with
respect to elderly healthy people (aHC) and Parkinson’s
patients.

The results obtained with the phonation features are
reported in Table 5. Both scenarios, with and without fea-
ture selection, are considered. Similarly to the results pre-
sented in Table 4, with the phonation features most of the
PD patients are misclassified as elderly healthy controls

(Table 5A: 52%; Table 5B: 22%) and most of the elderly
speakers are misclassified as PD patients (Table 5SA: 26%;
Table 5B: 29%). In this case, the performance of the multi-
class SVM improved for patients and aged healthy controls.
Similarly to the articulation features, the discrimination
between PD and aHC groups improved after performing the
feature selection. The mis-classifications of aHC as yHC
speakers also decreased. The classification of young speak-
ers was the only case where the the accuracy decreased after
feature selection, from 84 to 78%. Although this accuracy
reduction, most of the mis-classifications were made with
the aHC but not with PD speakers, which is positive if the
aim is to have a low rate of false positives.

Besides the experiments with phonation and articulation
features separately, both feature sets are merged into one
representation space in order to evaluate the suitability of
both speech dimensions to discriminate the three groups
of speakers. The results of such a merging experiment are
displayed in Table 6.

Note that there is an improvement in the discrimina-
tion of the three groups of speakers with respect to the
results obtained with only phonation or articulation features.

Table 3 Results (in %) for the binary SVM trained following a “one vs all” strategy

Features Optimal parameter SVM ACC SEN SPE AUC
Phonation C =100,y =100 PD vs all 72 58 79 0.73
aHC vs all 69 54 76 0.68
yHC vs all 85 80 88 0.90
Articulation C=0.1, y = 1000 PD vs all 79 69 83 0.83
aHC vs all 69 52 81 0.79
yHC vs all 93 95 92 0.96
Phonation C=0.1, y = 1000 PD vs all 75 59 86 0.81
and aHC vs all 71 55 87 0.76
articulation yHC vs all 93 93 93 0.98

The reduced feature space is considered (PCA-based feature selection is performed). ACC accuracy, SEN sensibility, SPE specificity, AUC area

under the ROC curve
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Fig. 14 ROC curves obtained with the “one vs all” strategy. PCA-based feature selection is performed

Regarding the impact of the feature selection process, in
the case of the PD patients the accuracy improved from
54% (Table 6A) to 67% (Table 6B). For the aHC speak-
ers, the performance was similar before and after the feature
selection (Table 6A: 68%; Table 6B: 67%). The classifica-
tion of the yHC speakers improved from 88 to 96% when
feature selection is applied. These results indicate that fea-
ture selection is a good alternative to improve the automatic
detection of Parkinson’s patients when the control group
includes age-matched and young speakers. As in the previ-
ous experiments, most of the misclassified speakers are PD
patients and elderly healthy speakers. These results confirm,
with experimental evidence, that age is a confounding factor
for the automatic detection of Parkinson’s disease.

Besides the aging influence analysis, the influence of the
gender in the multi-class SVM is also studied. Table 7 shows
the results obtained with the multi-class SVM trained with
male and female speakers separately. In this case, phona-
tion and articulation features are merged in one feature
space. For both, male and female, most of the patients were

Table 4 Confusion matrix obtained with the articulation features. y
and C are optimized in the training stage performed with the binary
SVMs

misclassified in the aHC (56%). Table 7A shows the results
obtained when only male are considered. It can be observed
that most of the speakers in the aHC group are misclas-
sified as patients (28%). Table 7B shows that when only
female speakers are considered, there is an improvement
in the detection of speakers of the aHC group (from 68
to 88%). The other results are similar compared to those
obtained when female and male speaker are considered
together. The results obtained in this experiment suggest
that the accuracy of the system improves when only female
speakers are considered. This behavior is not similar when
only male speakers are considered. Further research with
enough number of speakers per gender is required to find
more conclusive results.

Cognitive-Inspired Classifier

Cognitive-inspired systems have been studied for decades
[47, 48]. Recently, in [49] a special issue on brain-inspired

Table 5 Confusion matrix obtained with the phonation features. y and
C are optimized in the training stage performed with the binary SVMs

Estimated class

Estimated class

Optimal parameters Target class PD aHC yHC Optimal parameters Target class PD aHC yHC
A. Complete set of features A. Complete set of features
C =1,y =1000 PD 50 44 6 C =100, y =100 PD 40 52 8
aHC 28 66 6 aHC 26 58 16
yHC 4 12 84 yHC 2 14 84
B. Feature selection B. Feature selection
C =0.1, y = 1000 PD 66 32 6 C =100, y = 100 PD 64 22 14
aHC 28 60 12 aHC 29 63 8
yHC 5 6 89 yHC 4 18 78

Results in %. C and y are optimized on development
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Table 6 Confusion matrix obtained with the merged phonation and
articulation features. y and C are optimized in the training stage
performed with the binary SMVs

Estimated class

Optimal parameters Target class PD aHC yHC

A. Complete set of features

C =100, y = 1000 PD 54 44
aHC 26 68
yHC 2 10 88
B. Feature selection
C =0.1,y = 1000 PD 67 27 6
aHC 27 67 6
yHC 2 2 96

Results in %. C and y are optimized on development

cognitive systems is presented. A total of 18 works are
included in such an issue, which indicates the relevance of
this topic in the state-of-the-art. The aim of such systems
is to find mathematical representations of the way biologi-
cal networks process information. One of the most widely
studied system consists in neural networks (NN) which
are to some extent designed to model the human brain. In
this study, we limited the used of NN to a classification
system based on a Multi-Layer Perceptron (MLP). A tri-
class neural network (NN) is trained in order to compare
it with respect to the best results obtained with the multi-
class SVM. Previous works have shown the suitability of the
multi-class NN for discrimination of emotional speech [50].
For these experiments, a neural network with three output

Table 7 Confusion matrix obtained merging the phonation and artic-
ulation features. Female and male speakers are considered separately

Estimated class

Optimal parameters Target class PD aHC yHC

A. Multi-class SVM trained with male

C =0.1,y = 1000 PD 40 56 4
aHC 28 68 4
yHC 0 8 92
B. Multi-class SVM trained with female
C =0.1,y = 1000 PD 40 56 4
aHC 4 88
yHC 4 12 84

Results in %. C and y are optimized on development

units is used (PD patients, aHC, and yHC). The number of
units of the hidden layer / is optimized trough a grid-search
such that I € {4,10,15,...,30}. The training process
consists in determining the weight matrix w such that min-
imizes the error function E(w) known as the cross-entropy
loss function. For a standard multi-class classification, the
error function is defined by the Eq. 19

N K
EW)==Y"% tinInly(x,, w), (19)

n=1 k=1

where N is the number of inputs, K the number of classes,
tn are the target values, x, are the feature vectors, and
Vi (x,, w) is the output activation function used to compute
the outputs yi. In order to find the matrix w such that E(w)
is minimized, the gradient of the error function is found by
means of the back propagation algorithm. During the opti-
mization of the error function, a weight value has to be
updated in the direction of the negative gradient of the error
function. This procedure is illustrated in Eq. 20

w™D = @ — pVEwW™), (20)

where 7 indicates the iteration step, and 7 is the learning
rate parameter such that n > 0. After updating w, the gra-
dient is computed again for the new weight and the process
is repeated. After each step, the weight matrix is “moved”
towards the greatest decreasing rate of the error function.
The gradient is evaluated following the back propagation
algorithm, which trains the NN for a given set of inputs x,
with a known classification targets f;. The output of the NN
is compared to the target values #; and the error is com-
puted. The weights of the NN are updated considering the
computed error [45]. Figure 15 shows a diagram that sum-
marizes the back propagation procedure. x is the feature
vector which is the input to the first layer of the network.
Each element of x represents an acoustic feature for each
speaker in the database. The vector is forward propagated
through the network (solid lines). At the end of the pro-
cess, 8y = yx — tx is calculated for all the output units and
back propagated in the network (dashed lines). Afterwards,
the weights of each input node are updated and the pro-
cess is repeated until finding the minimum value of the error
function.

Table 8 shows the performance of the tri-class NN when
the complete set of phonation and articulation features are
merged. Note that the highest performance was obtained for
the young healthy group (98%). Conversely, for both PD
patients and age-matched healthy controls most of the mis-
classified speakers are in the young healthy group. These
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Fig. 15 Neural network with
back propagation and k output
classes

Hidden layer
Output layer

Back propagation of the error

results indicate that the NN is more sensitive to the yHC
class than to the other group of speakers. After the fea-
ture selection procedure, the performance of the classifier
improved (Table 8A). For the PD patients the improvement
is from 38 to 68%. The amount of PD patients misclassi-
fied as young speakers decreased from 50% (Table 8A) to
14% (Table 8B). In the case of the elderly healthy speak-
ers, the accuracy increased from 32 to 52%. Although
the performance for the aHC group is lower than in the
multi-class SVM (Table 6B), most of the misclassified aHC
speakers are confused with PD patients (Table 8B: 30%).
As in the case of the multi-class SVM, the highest accu-
racy was obtained discriminating yHC speakers (92%). In
general, the multi-class SVM exhibited better results than
the tri-class NN in both scenarios: with and without fea-
ture selection. This can be explained considering that the
multi-class SVM is more robust than the NN and its meta-
parameters were optimized in a previous step based on a
binary SVM.

Table 8 Confusion matrix obtained merging the phonation and artic-
ulation features and using a tri-class NN

Estimated class

Best Target class PD aHC yHC

A. Complete set of features

=25 PD 38 12 50
aHC 12 32 56
yHC 2 2 98

B. Feature selection
=20 PD 68 18 14
aHC 30 52 18
yHC 2 6 92
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Forward propagation of the feature vector

Conclusions

Sustained phonations of the five Spanish vowels uttered
by three different groups of speakers: Parkinson’s patients
(PD), age-matched healthy controls (aHC), and young
healthy speakers (yHC) are considered. The influence of PD
in the phonation and articulation capabilities of the speak-
ers is analyzed. Aging as a confounding factor to detect
PD is analyzed considering the other two sets of speakers:
50 young healthy participants and 50 elderly healthy con-
trols (with ages matched with respect to the PD group).
Phonation and articulation measures are extracted from the
voice signals in order to evaluate which of those speech
dimensions (phonation and articulation) are more suitable
to discriminate among the three groups of speakers. Sev-
eral statistical tests are performed to evaluate whether there
is significant difference between groups (PD vs. aHC, PD
vs. YHC, and aHC vs. yHC). According to the results,
phonatory and articulatory properties of the aHC and yHC
groups are statistically different, thus the aging factor can
be modeled considering each feature set separately or their
combination. Similarly, when comparing PD with respect
to yHC speakers, both speech dimensions are statistically
different. However, when comparing PD vs. aHC speakers,
each dimension is not statistically different. It is neces-
sary to combine them in order to obtain statistical differ-
ences between those two groups. These results indicate that
phonation and articulation capabilities of the speakers are
impaired not only due to the presence of PD but also due to
the aging process, thus in order to differentiate between PD
and age-matched healthy control people, it is necessary to
include more measurements and speech tasks like prosody
and intelligibility extracted from read texts and monologues.

Feature selection with relevance analysis is performed.
The resulting phonation and articulation measures are used
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to model the speech of the speakers and the automatic
discrimination among them is performed using a multi-
class SVM with Gaussian kernel. The data are distributed
into three groups: train, development, and test. The param-
eters of the classifiers are optimized on development to
avoid over-fitted results. In all of the experiments (with
phonation, articulation, and their combination), PD and
aHC speakers are not separable while the detection of yHC
speakers exhibited the highest accuracies in all of the cases.
These results confirm those obtained with the statistical
tests. Additionally, the results obtained when the phonation
and articulation measures are merged were compared with
respect to a tri-class neural network. The performance of the
multi-class SVM was better than the NN; however, when
feature selection is performed, similar results were achieved
with both classifiers. These results indicate that it is possi-
ble to improve the detection of the pathology from speech
when the feature selection stage is included in the automatic
classification system.

To the best of our knowledge, this is the first paper
introducing experimental evidence to support the fact that
age matching is necessary to perform more accurate and
robust evaluations of pathological speech signals. Addition-
ally, the comparison among groups of speakers at different
ages is necessary in order to understand the natural change
in speech due to the aging process.

According to the findings reported in this paper, phona-
tion and articulation features extracted from sustained vow-
els are only suitable to design a system to automatically
discriminate between PD people and age-matched healthy
controls. When the control group includes young speak-
ers, it is necessary to consider other approaches. According
to our preliminary experiments, the inclusion of features
extracted from continuous speech, e.g., prosody, intelligibil-
ity, and articulation, could be enough to obtain satisfactory
results.

We are currently working on a system to automatically
discriminate among several kinds of diseases that affect
different parts of the vocal tract (neurological: Parkin-
son’s, organic: laryngeal cancer, and functional: cleft lip and
palate) considering continuous speech recordings. Our main
goal is to be able to objectively describe which measures are
the most suitable to model each kind of disease.
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