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Abstract

Rotational angiography using C-arm scanners enables intra-operative 3-D imaging
that has proved beneficial for diagnostic assessment and interventional guidance. De-
spite previous efforts, rotational angiography was not yet successfully established in
clinical practice for coronary artery imaging but remains subject of intensive academic
research. 3-D reconstruction of the coronary vasculature is impeded by severe lateral
truncation of the thorax, as well as substantial intra-scan respiratory and cardiac mo-
tion. Reliable and fully automated solutions to all of the aforementioned problems
are required to pave the way for clinical application of rotational angiography and,
hence, sustainably change the state-of-care.
Within this thesis, we identify shortcomings of existing approaches and devise algo-
rithms that effectively address non-recurrent object motion, severe angular under-
sampling, and the dependency on projection domain segmentations. The proposed
methods build upon virtual digital subtraction angiography (vDSA) that voids image
truncation and enables prior-reconstruction-free respiratory motion compensation us-
ing both Epipolar consistency conditions (ECC) and auto-focus measures (AFMs).
The motion-corrected geometry is then used in conjunction with a novel 4-D iterative
algorithm that reconstructs images at multiple cardiac phases simultaneously. The
method allows for communication among 3-D volumes by regularizing the temporal
total variation (tTV) and thus implicitly addresses the problem of insufficient data
very effectively. Finally, we consider symbolic coronary artery reconstruction from
very few observations and develop generic extensions that consist of symmetrization,
outlier removal, and projection domain-informed topology recovery. When applied to
two state-of-the-art reconstruction algorithms, the proposed methods substantially
reduce problems due to incorrect 2-D centerlines, promoting improved performance.
Given that all methods proved effective on the same in silico and in vivo data sets,
we are confident that the proposed algorithms bring rotational coronary angiography
one step closer to clinical applicability.



Kurzfassung

Die Verwendung interventioneller C-Bogen-Systeme ermöglicht die Rekonstruktion
intra-operativer 3-D Bilder des Patienten. Diese erlauben Verbesserungen in der Dia-
gnostik und bieten eine klare Orientierungshilfe für kathetergeführte Eingriffe. Trotz
einschlägiger Versuche ist es bisher jedoch nicht geglückt, dieses Verfahren in der
Koronarangiographie zu etablieren. Grund hierfür sind grundlegende Schwierigkei-
ten die der Herzbildgebung eigen sind. Diese bestehen zum Einen aus drastischer
Trunkierung, und zum Anderen aus stetiger Atem- und Herzbewegung. Für einen er-
folgreichen klinischen Einsatz der interventionellen 3-D Koronarbildgebung, müssen
zuverlässige und voll automatisierte Lösungen für oben angeführte Probleme gefun-
den werden.
Wir identifizieren Unzulänglichkeiten derzeitiger Algorithmen und entwickeln Me-
thoden die sich einerseits mit der Bewegungskompensation nicht-periodischer Bewe-
gungsmuster und andererseits mit der 3-D Rekonstruktion beschäftigen. Dabei liegt
der Fokus auf der tomographischen Rekonstruktion aus unterabgetasteten Daten, und
der symbolischen Rekonstruktion aus unverlässlichen 2-D Segmentierungen. Wir ver-
wenden virtuelle Subtraktionsbildgebung um Trunkierung zu umgehen und schließlich
die Anwendung von bildbasierten Qualitätsmaßen, wie der Epipolar Konsistenz oder
Autofokus Messungen, zu ermöglichen, welche wiederum die Atembewegungskorrek-
tur ohne Vorwissen erlauben. Anschließend verwenden wir die atembewegungskorri-
gierte Geometrie zur tomographischen Rekonstruktion mittels eines neuen Algorith-
mus, der mehrere Herzphasen gleichzeitig rekonstruiert aber Informationsaustausch
zwischen den Volumen zulässt, und damit implizit die Unterabtastung geschickt um-
geht. Zuletzt widmen wir uns der 3-D Mittellinienrekonstruktion von Koronararteri-
en aus sehr wenigen Ansichten und entwickeln Methoden zur Erweiterung bestehen-
der Rekonstruktionsalgorithmen. Die Erweiterungen beschäftigen sich sowohl mit der
Identifikation und Beseitigung von Ausreißern, als auch der Herstellung von Punkt-
konnektivität, die auf 2-D Mittellinien basiert. Anhand von zwei Methoden, die den
Stand der Technik repräsentieren, wird nachgewiesen, dass die Erweiterungen eine
Robustheit gegenüber inkorrekten Segmentierungen in 2-D mit sich bringen und da-
mit schlußendlich zu besserer Rekonstruktionsqualität führen.
In Anbetracht der durchweg vielversprechenden Ergebnisse in in silico und in vivo
Studien, sind wir zuversichtlich, dass die hier vorgeschlagenen Methoden einen posi-
tiven Einfluss auf die klinische Anwendbarkeit der 3-D Koronarbildgebung haben.
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Introduction
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1 Motivation
To date, C-arm-based X-ray angiography is the workhorse modality for minimally in-
vasive, catheter-based procedures [Wall 08, Orth 08, Klei 11, Cime 16a]. Traditionally,
single- or biplane scanners supply 2-D image sequences that are acquired with a static
geometry. However, these images suffer from the effects of projective simplification,
such as foreshortening and overlapping, that compromise their value for interven-
tional planning and guidance. Direct assessment of the underlying 3-D anatomy is,
therefore, considered beneficial [Mess 00, Laur 06, Jand 09, Hett 10, Cime 16a].
It is well known that rotational angiography using motorized C-arm scanners allows
for interventional 3-D reconstruction [Siew 05, Fahr 06], yet, its application in clinical
practice is limited to largely static anatomies, such as the cerebral [Rooi 08, Boge 16]
or hepatic vasculature [Wall 07]. Although 3-D reconstruction in cardiac interven-
tional procedures has received considerable academic attention [Cime 16a], it was not
yet successfully established in clinical practice. The reason is, that 3-D reconstruction
from rotational acquisitions of the cardiac anatomy is substantially more challenging
due to severe corruption by lateral truncation of the thorax, and more importantly,
intra-scan cardiac and respiratory motion.
Solutions to some of the aforementioned challenges exist, others have not yet been
addressed satisfactorily. Within this thesis, we seek to develop novel, fundamental
concepts for some of the open problems in rotational coronary angiography, with a
particular focus on respiratory motion compensation.

1.2 Contributions
In the course of this thesis, several contributions to the state-of-the-art in respiratory
motion correction and vasculature reconstruction from rotational coronary angiogra-
phy have been made. Many of these contributions are part of publications in national
and international conferences but also in well known journals. The main achievements
are introduced in the following, accompanied with the corresponding reference to the

1



2 Introduction

literature.
Altogether, the contributions were part of eight journal articles and 21 conference
publications, some of which are still in the peer review process.

1.2.1 Data Corruption
Vasculature reconstruction from C-arm cone-beam computed tomography (CBCT)
rotational angiography is challenging, as the acquisitions are severely corrupted by
truncation, and intra-scan respiratory and cardiac motion. To overcome truncation,
we propose a virtual digital subtraction angiography (vDSA) preprocessing
pipeline that separates the contrasted lumen from the truncated background. The
proposed method enables the application of data corruption metrics (DCMs) that al-
low for prior-image-free respiratory motion estimation. We devise algorithms
based on the optimization of Epipolar consistency conditions (ECC) and auto-focus
measures (AFMs) to robustly estimate displacements due to respiration. The meth-
ods are detailed in Chap. 4 and Chap. 5, and were presented at three conferences and
in a journal article:

[Unbe 16c]
M. Unberath, A. Aichert, S. Achenbach, and A. Maier. “Vir-
tual Single-frame Subtraction Imaging”. In: Proc. 4th Interna-
tional Meeting on image formation in X-ray Computed Tomogra-
phy, pp. 89–92, 2016

[Unbe 17a]
M. Unberath, A. Aichert, S. Achenbach, and A. Maier.
“Consistency-based Respiratory Motion Estimation in Rotational
Angiography”. Medical Physics, 2017. (in press)

[Unbe 17d]

M. Unberath, O. Taubmann, B. Bier, T. Geimer, M. Hell, S. Achen-
bach, and A. Maier. “Respiratory Motion Compensation in Rota-
tional Angiography: Graphical Model-based Optimization of Auto-
focus Measures”. In: Proc. International Symposium on Biomedical
Imaging (ISBI) 2017, 2017. (to appear)

[Unbe 17b]
M. Unberath, M. Berger, A. Aichert, and A. Maier. “Fourier
Consistency-Based Motion Estimation in Rotational Angiography”.
In: Bildverarbeitung für die Medizin 2017, pp. 110–115, Springer,
2017

1.2.2 Tomographic Reconstruction
Strict electrocardiogram (ECG)-gating as well as left ventricle (LV)-twist lead to
angular undersampling, inhibiting straight-forward 3-D reconstruction. We inves-
tigate the applicability of a spatio-temporally regularized 4-D reconstruction
model that effectively handles the substantial undersampling associated with a strict
gating setup without the need for cardiac motion compensation. We use both the
proposed and a state-of-the-art analytic method to perform task-based validation
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of aforementioned DCM-based respiratory motion correction schemes. De-
tails of the described methods are presented in Chap. 6 and were published in two
conference. Moreover, we are currently preparing a journal article that summarizes
the results presented in Chap. 5 and Chap. 6.

[Unbe 15c]

M. Unberath, K. Mentl, O. Taubmann, S. Achenbach, R. Fahrig,
J. Hornegger, and A. Maier. “Torsional heart motion in cone-
beam computed tomography reconstruction”. In: Proc. Interna-
tional Meeting on Fully Three-Dimensional Image Reconstruction
in Radiology Nuclear Medicine, pp. 651–654, 2015

[Taub 17c]

O. Taubmann, M. Unberath, G. Lauritsch, S. Achenbach, and
A. Maier. “Spatio-temporally regularized 4-D Cardiovascular C-
arm CT Reconstruction Using a Proximal Algorithm”. In: Proc. In-
ternational Symposium on Biomedical Imaging (ISBI) 2017, 2017.
(to appear)

[Unbe 17c]
M. Unberath, O. Taubmann, S. Achenbach, and A. Maier. “Prior-
free Respiratory Motion Estimation in Rotational Angiography”.
IEEE Transactions on Medical Imaging, 2017. (in preparation)

1.2.3 Symbolic Reconstruction
In contrast to tomographic methods, symbolic coronary artery centerline reconstruc-
tion algorithms are fit to handle severe angular undersampling. However, the perfor-
mance of such methods critically depends on accurate projection domain centerlines,
that are unavailable in practice. We address this shortcoming by proposing generic
postprocessing methods that consist of symmetrization, removal of inconsis-
tent 3-D points using the reprojection error, and projection domain-informed
geodesic computation. A detailed description of the algorithms can be found in
Chap. 7. The proposed methods were published as a conference and a journal article:

[Unbe 16a]
M. Unberath, S. Achenbach, and A. Maier. “Exhaustive Graph Cut-
based Vasculature Reconstruction”. In: Proc. International Sympo-
sium on Biomedical Imaging (ISBI) 2016, pp. 1143–1146, 2016

[Unbe 17e]
M. Unberath, O. Taubmann, M. Hell, S. Achenbach, and A. Maier.
“Symmetry, Outliers, and Geodesics in Coronary Artery Centerline
Reconstruction from Rotational Angiography”. Medical Physics,
2017. (under revision)

1.2.4 Other Contributions to Angiography and CBCT Imaging
A series of contributions to the current state of angiography and CBCT literature
have been made, that are in close connection to this thesis. The main developments
include:
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• the organization of CoronARe, a Coronary Artery Reconstruction challenge
as a satellite event of the 19th International Conference on Medical Image
Computing and Computer Assisted Intervention (MICCAI) 2017 [Cime 17].

• a fully automated method for curved and multiplanar reformation of coro-
nary arteries in accelerated magnetic resonance angiography (MRA) [Stim 17a,
Stim 17b].

• a fully automated method for deformable respiratory motion compensation in
liver perfusion imaging using discrete optimization that is currently in internal
revision [Klug 17].

• methods for coronary artery segmentation refinements in 2-D based on consis-
tency conditions (CC) [Unbe 16b] and material decomposition [Lu 15], and in
3-D based on entropy [Unbe 16d].

• a study on artifact propagation due to periodic object motion [Schi 17].

• algorithms for motion compensation and image quality improvements for CBCT
imaging of the knee joint under weight-bearing conditions [Unbe 15a, Berg 16,
Berg 17, Bier 16, Bier 17a, Bier 17c].

• methods for dense respiratory motion field estimation from low dimensional
surrogates [Geim 16, Geim 17a, Geim 17b].

1.3 Organization of the Thesis
We will briefly summarize the structure and contents of this thesis, a graphical
overview of which is provided in Fig. 1.1.
Chap. 1 provides motivation for the work presented in this thesis, highlights the main
contributions to the state-of-the-art, and concludes with a brief outline of the thesis.
In Chap. 2, we then provide information on the clinical context including a brief
description of the cardiac anatomy, invasive coronary artery imaging, and rotational
angiography. This is followed by a revision of X-ray image formation, the imaging
geometry, 3-D image reconstruction from uncorrupted acquisitions, and image-based
metrics to quantify inconsistencies. Finally, we describe the main sources of sequence
corruption, i. e., truncation and intra-scan motion, that will then be addressed in
greater detail in the subsequent chapters. We proceed with an in-depth review on the
current state-of-the-art in cardiovascular imaging, that can be found in Chap. 3. We
present existing solutions to the problems targeted within this thesis, namely trunca-
tion removal, respiratory motion compensation, and 3-D tomographic and symbolic
reconstruction. This chapter concludes the introductory part.
The methodological section of this thesis begins in Chap. 4, where we present details
on the two in silico phantom data sets and the three clinical acquisitions that will
be used for the evaluation of all proposed methods. Moreover, we describe the com-
mon preprocessing pipeline consisting of lumen segmentation, centerline extraction,
and background estimation. The chapter is concluded with a qualitative evaluation
of the preprocessing algorithms. We then use the preprocessed data as input to
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Tomographic Reconstruc�on

Figure 1.1: Organizational structure of this thesis.

the DCM-based respiratory motion correction methods introduced in Chap. 5. We
provide details on the optimization of ECC and AFM, and evaluate the proposed
methods quantitatively on both phantom and clinical data based on projection and
reconstruction domain errors. Chap. 6 introduces a novel approach to dynamic to-
mographic reconstruction of cardiac vasculature from rotational angiograms using
spatio-temporal regularization. The evaluation assesses reconstruction quality and
comprises a comparison to an analytic state-of-the-art method. All experiments are
carried out using the results obtained from Chap. 5, a strategy that allows for the
task-based evaluation of the proposed respiratory motion compensation schemes. In
Chap. 7, we consider symbolic coronary artery reconstruction from projection do-
main centerlines. Specifically, we address the dependency of these methods on 2-D
segmentation quality, a limitation that severely inhibits their practical use. We pro-
pose simple yet effective extensions targeting symmetrization, outlier removal, and
topology recovery. As the methods are generic, we demonstrate improvements for
two state-of-the-art reconstruction algorithms based on explicit and implicit corre-
spondence matching.
The final chapter (Chap. 9) provides an overview of the scientific contributions of
the work carried out in this thesis. Finally, we discuss limitations of the presented
methods and indicate directions for future research.
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2.1 Clinical Context

2.1.1 Cardiac Anatomy and Physiology
The heart consists of four chambers (left and right atria, and left and right ventricles,
respectively) that are compressed by the contraction of the surrounding muscles in
the myocardium. Asynchronous contractions of the atria and ventricles results in
pressure differences that induce blood circulation through the body (deoxygenation)
and the lungs (oxygenation) [Gray 18]. The contractions result from stimulations of
the muscles by electric signals that first trigger atrial and subsequently ventricular
contraction. The electric signals can be recorded on an ECG and allow for the diag-
nosis of several pathologies [Romh 68, Hoss 06]. Moreover, the ECG signal provides
information about the current cardiac phase (i. e., motion state) during image acqui-
sition, the importance of which will be emphasized later.
The left coronary artery (LCA) and right coronary artery (RCA) run on the surface
of the heart, the epicardium, and represent the only source of blood supply to the
myocardium. The LCA consists of the left anterior descending artery (LAD) and left
circumflex artery (LCX), the anatomy of which is shown in Fig. 2.1. As there is very
little redundant blood supply, partial or total occlusion of these vessels is particularly
critical.

2.1.2 Cardiovascular Disease and Coronary Interventions
Due the vital importance of tissue oxygenation, the consequences of cardiovascular
disease (CVD) are devastating. With 17.5 million fatalities in 2012, CVDs are the
number one cause of death globally [Worl 16]. Among these, coronary heart disease

7



8 Background and Generic Concepts

Right ventricle

Right atrium

Left ventricle

Aorta

Superior vena cava Left pulmonary artery

Left pulmonary veins

Left coronary artery

Left anterior descending 
(or interventricular) artery

Left circumflex artery

Right 
marginal artery

Left marginal artery

Posterior 
descending artery

Right coronary 
artery

diagonal branch

Figure 2.1: Schematic illustration of the cardiac anatomy including the coronary
arteries. Image taken from [Lync 10].

(CHD) are particularly fatal, as the coronary arteries are critical in ensuring func-
tionality of the circulatory system by supplying the myocardium with oxygenated
blood. Consequently, CHD is a primary cause of death and accounted for 7.4 million
deaths in 2012 [Worl 16]. CHD is often caused by atherosclerosis that is correlated,
among others, with tobacco use, physical inactivity, and obesity [McGi 08, Moza 16].
Atherosclerosis leads to coronary stenosis, which describes the narrowing of the coro-
nary artery lumen due to obstructive lesions (see Fig. 2.2). Partial or total occlusions
of the lumen reduces the blood supply of the myocardium and leads to impaired
cardiac function. Atherosclerosis is asymptomatic for decades but, once severe, may
lead to angina (chest pain), shortness of breath, nausea, and arrhythmias [Nati 16].
Current clinical practice for diagnosis and treatment of CHD is based on cardiac
catheterization [Mohr 13]. During percutaneous coronary interventions (PCI) (also
referred to as coronary angioplasty), a catheter is inserted into the femoral artery
through a sheath and advanced to the ostium of the diseased coronary artery [Land 94].
To detect narrowings of the lumen, an iodine-based solution is injected that selec-
tively contrasts the investigated artery tree. To treat stenoses, a guide catheter is
navigated across the stenosis. Once the guide catheter is in place, a deflated balloon
catheter is advanced over the wire and positioned at the stenosis. Subsequently, the
balloon is inflated with a mixture of saline and contrast agent, thereby dilating the
stenosis [Land 94]. Moreover, stents can be introduced to further reduce the risk
of re-stenosis and the need for repeated intervention that is associated with balloon
angioplasty [Serr 06, Arms 06].
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(a) (b)

Figure 2.2: Traditional 2-D fluoroscopic views of contrasted LCA trees. Stenoses,
i. e., partial occlusions, are highlighted using red arrows. The images exhibit high de-
tails but assessment of the tree topology is impeded due to overlap and foreshortening.
Clinical data was provided by Dr. med. Michaela Hell and Prof. Dr. med. Stephan
Achenbach, Department of Cardiology, Friedrich-Alexander-Universität Erlangen-
Nürnberg.

2.2 Rotational Angiography

The procedures described in Sec. 2.1.2 are performed using X-ray guidance to confirm
the correct positioning of catheters and devices. To this end, physicians rely on single-
or biplane C-arm angiography systems that supply 2-D image sequences acquired
with a static geometry of the scanner. Exemplary images are shown in Fig. 2.2.
Unfortunately, these images suffer from the effects of projective simplification, such
as foreshortening and overlapping, that complicate their interpretation [Andr 08].
Direct assessment of the underlying 3-D anatomy is, therefore, considered beneficial
[Mess 00, Jand 09, Hett 10, Schw 13a, Cime 16a].
To enable tomographic and symbolic 3-D reconstruction, multiple projections from
particular viewing directions have to be acquired [Buzu 08, Zeng 10]. To this end,
the C-arm gantry rotates around the patient on a circular orbit while contrast agent
is injected into the arteries of interest. Rotational angiography, especially when
paired with digital subtraction angiography (DSA), has been particularly successful
in cerebrovascular imaging and is today considered clinical state-of-the-art [Abe 02,
Rooi 08]. In the context of cardiac and coronary angiography, however, reconstruction
is still subject to intensive academic research [Cime 16a], as the rotational acquisitions
are heavily corrupted by intra-scan motion.
The remainder of this chapter is concerned with the basics of image formation, the
CBCT imaging geometry and standard reconstruction, sources of image sequence
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corruption in coronary CBCT angiography, and image-based measures to assess data
quality.

2.2.1 Image Formation
The concepts presented in the following two sections are based on [Buzu 08, Kak 01,
Zeng 10].

2.2.1.1 X-ray Photon Generation

In conventional tubes, X-ray radiation is generated by deceleration of electrons, a
process that is commonly referred to as bremsstrahlung. A filament (the cathode)
is heated thereby emitting electrons in thermionic emission. The free electrons are
then accelerated towards the anode using an electric field that results from a large
potential difference UTube between the cathode and the anode, creating the tube
current ITube. When impinging on the anode, the electrons are abruptly decelerated
by different scattering processes emitting electromagnetic radiation, i. e., photons, in
the process. The energy EP of a particular photon is bounded by the tube voltage
UTube such that 0 ≤ EP ≤ Emax = ePhotUTube, where ePhot is the elementary charge.
Consequently, modulation of the tube current alters the amount of created photons
N0 of the emitted radiation while modulation ot the tube voltage affects the energy
distribution N0(EP).

2.2.1.2 Attenuation in Matter

Photons traversing matter are absorbed, scattered, or pass unaffected. These pro-
cesses are dependent on material properties and the photon energy and attenuate the
impinging radiation. The attenuation of a certain object is expressed by its object
function f(x, EP) : RN×1 → R, where x ∈ RN is a point, and N is the dimension of
the object domain. A X-ray beam that propagates through the object on a straight
line can be expressed in terms of the X-ray source position o ∈ RN and a unit vector
r ∈ RN that expresses the direction. The number of photons NP that pass through
the object unaffected is given by Beer-Lambert’s law

NP =
∫ Emax

0
N0(EP)

(
e−
∫∞

0 f(o+βr,EP) dβ
)

dEP . (2.1)

Eq. (2.1) is commonly referred to as the polychromatic X-ray transform. Most recon-
struction algorithms that are currently known in literature assume that the object
function f(x, EP) is independent of the photon energy. This allows a less complex
description of image formation and, consequently, its inversion. The monochromatic
X-ray transform reads

NP = N0 · e−
∫∞

0 f(o+βr) dβ , (2.2)

where a fixed energy is assumed implicitly. As polychromatic attenuation is not of
particular interest for the work presented in this thesis, we limit our considerations
to a monochromatic model.
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2.2.1.3 Detection

Energy integrating detectors count the number of photons incident on a particular
detector pixel. The photon count as such is a relative measure as it depends on
the number of emitted photons. Image reconstruction relies on line integrals that
only depend on the object function and the imaging geometry. These can be easily
obtained from Eq. (2.2) by

− log NP

N0
=
∫ ∞

0
f(o + βr) dβ . (2.3)

Unless stated otherwise, references made to projection and sinogram domain data
refer to line integrals rather than photon counts.

2.2.2 CBCT Imaging Geometry and Reconstruction
2.2.2.1 Mathematical Notation

If not explicitly mentioned otherwise, the following mathematical notation will be
used in this thesis. We use upper-case, bold letters (e. g., A ∈ RN×N) to denote
matrices and lower-case, bold letters to denote vectors (e. g., a ∈ RN). Elements
of matrices and vectors are denoted by the same letter but in regular font with a
subscript describing the location. As an example, Ai,j corresponds to the element of
A in the i-th row and the j-th column. Lower-case and upper-case, regular font letters
(e. g., a ∈ R, A ∈ N+) can also refer to scalar values, constants, or control variables
and will be introduced accordingly. Sets are denoted by upper-case, calligraphic
letters (e. g., A) and images are denoted by upper-case, italic letters (e. g., A).
Several variables are defined w. r. t. to a certain reference frame that is denoted by
a superscript. For example, image Ai is the i-th image in the set of images A =
{Aj| j = 1, . . . , N}. Moreover, the following notation will be used to define an explicit
connection between projection and reconstruction domain points: Given a point on
the detector a ∈ RN , its reconstruction will be denoted by â ∈ RN+1. Moreover, the
reprojection of â in the detector domain of image j is denoted by ăj ∈ RN .
Finally, rotation matrices are defined by rational numbers, i. e., R ∈ RN×N . All
rotation matrices fulfill RR> = 1N , and |R| = 1, where 1N is an N -dimensional
identity matrix and |R| is the determinant.

2.2.2.2 Imaging Geometry

The CBCT geometry and the corresponding X-ray transform have their roots in
the parallel-beam geometry that is omitted from this thesis as it is not relevant in
practice. Detailed information on connections between parallel-beam, fan-beam and
cone-beam geometry can be found in [Buzu 08], [Zeng 10], and [Horn 16].
Fig. 2.3 illustrates the CBCT geometry with a two dimensional flat panel (FP) de-
tector. An X-ray source o rotates around the isocenter on a circular trajectory
with a source-isocenter-distance (SID) of DSI. The detector rotates opposite to the
source with a detector-isocenter-distance (DID) of DDI. The source-detector-distance
(SDD) is given by DSD = DSI +DDI. The projection image I is spanned by the unit
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Figure 2.3: Schematic representation of the CBCT imaging geometry. The X-ray
source rotates around the isocenter on a circular orbit and acquires 2-D projection
images I at several rotation angles λ.

vectors eu1 and eu2 in horizontal and vertical direction, respectively. The world co-
ordinate system is spanned by the unit vectors ex1 = (1, 0, 0)>, ex2 = (0, 1, 0)>,
and ex3 = (0, 0, 1)>. We assume, that the principal ray intersects the detector at
pc = (uc1 = 0, uc2 = 0)> and that the rotation axis coincides with ex3 . In this case,
the cone-beam geometry degenerates to the fan-beam case in the central slice where
uc2 = 0.
Using aforementioned definitions and given a particular rotation angle λ, the image
formation process in cone-beam geometry is defined by the X-ray transform stated
in Eq. (2.3):

Iλ(uc) =
∫ ∞

0
f
(
oλ + βrλ(uc)

)
dβ (2.4)

oλ = −DSI ·Rx3(λ) · ex1 (2.5)
rλ(uc) = Rx3 (λ+ γf (uc)) ·Rx2 (λ+ γc(uc)) · ex1 , (2.6)

where Rx3(Φ) : R → R3×3 and Rx2(Φ) : R → R3×3 yield matrices that describe
a rotation of angle Φ around the ex3 and ex2 axis, respectively. Moreover, we
made use of the fan-angle γf (uc) = arctan

(
uc1
DSD

)
∈ [−γ′f , γ′f ] and the cone-angle

γc(uc) =
(

uc2
DSD

)
∈ [−γ′c, γ′c].

An angular scan range of λ ∈ [0, 2π[ implies a complete scan, where every ray of the
central slice is measured exactly twice. In order to obtain a minimal set of views that
is still complete, the trajectory must satisfy Tuy’s condition [Tuy 83]. It states that
the data for a particular object domain point x is complete, if all possible planes pass-
ing through the respective point intersect the source trajectory at least once. When
considering circular trajectories, it can be shown that Tuy’s condition can only be
satisfied in the central slice but not for off-center slices [Buzu 08, Zeng 10]. To achieve
data completeness in the central slice an angular scan range of λ ∈ [0, π + 2γ′f [ is
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necessary, a trajectory that is commonly referred to as a short scan [Park 82].

2.2.2.3 Projection Matrices

The image formation in cone-beam geometry introduced in Sec. 2.2.2 is based on
several geometric assumptions, such as the perfect orthogonality of the detector u1
and u2 axes or the location of the principal point p. Moreover, the relations are given
in continuous domain. Unfortunately, neither of aforementioned assumptions are met
in real world CBCT scanners. To account for imperfect detector coordinate systems,
deviations in the source trajectory, and the finite sampling of both the detector and
the angular range, more complex models are needed. Within this thesis, we employ
the concepts of projective geometry, i. e., projection matrices and homogeneous co-
ordinates, to describe mappings from 3-D object- to 2-D projection domain. The
presented concepts are based on [Hart 04].
As mentioned earlier, both the rotation angle λ as well as the measurement locations
along the detector axes u1 and u2 are not continuous but discrete. We define 4λ
as the angular increment, or spacing, between two successive projections, and Nλ

denotes the number of projection images. Further, let 4u1 and 4u2 be the pixel
spacing and U1 and U2 be the number of pixels in detector u1 and u2 direction, re-
spectively.
We now introduce homogeneous coordinates that allow for the linearization of pro-
jective mappings. Given a point a ∈ RN , we define its homogeneous representation
by a =

(
a>, 1

)>
≡
(
ca>, c

)>
for some non-zero value c. Aforementioned equiva-

lence relation reveals that points in projective spaces are defined up to scale. When
aN+1 6= 0, the homogeneous mapping can be reverted. We define the transformation
h (a) : PN → RN from projective to Euclidean domain as

h (a) = 1
aN+1

(a1, . . . , aN)> . (2.7)

The inversion is not defined if aN+1 is zero, corresponding to a point at infinity. For
the applications of homogeneous coordinates discussed here, it can be ensured that
this limitation is not problematic.
Using the homogeneous representation of Euclidean coordinates allows to model the
projection from world to detector domain as a simple matrix multiplication. A projec-
tion matrix P ∈ R3×4 encodes extrinsic and intrinsic parameters that determine the
mapping. The six extrinsic parameters describe the position and orientation of the
world coordinate system and consist of a rotation R ∈ R3×3 and a translation t ∈ R3,
while the five intrinsic parameters determine the mapping K ∈ R3×3 from world to
detector coordinate system. The projection matrix incorporating this information is
built as

P = K

1 0 0 0
0 1 0 0
0 0 1 0

(R t
0> 1

)
. (2.8)
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The matrix K takes the form

K =


DSD
4u1

ks p1

0 DSD
4u2

p2

0 0 1

 , (2.9)

where ks is a parameter to model skewness between the detector u1 and u2 axis, and
p = (p1, p2)> denote the location of the principal point in pixel coordinates.
Applying R and t to the X-ray source o yields a configuration where, by definition,
o is in the world coordinate origin and points in ex3 direction [Hart 04]. We seek to
adapt the notation presented in Eq. (2.8) to the trajectory definition in Sec. 2.2.2.2,
where the initial source location and viewing direction is −DSIex1 and ex1 , respec-
tively. To this end, we introduce a rotation matrix A ∈ R3×3 that maps the initial
view direction of the X-ray source from ex3 to ex1 and aligns the u2- with the rotation,
i. e., the ex3 , axis. For a particular viewing angle λ, the rotation and translation to
be used in Eq. (2.8) read

A =

0 1 0
0 0 1
1 0 0

 (2.10)

R = ARx3(λ)> (2.11)
t = ADSIex1 = DSIAex1 = DSIex3 . (2.12)

In real world applications, the extrinsic and intrinsic camera parameters and, hence,
the projection matrices, are determined by a system calibration using dedicated phan-
toms [Hopp 08, Maie 11, Hart 04].
For the remainder of this thesis, we define the projection matrices Pi as the pro-
jection matrix corresponding to the primary angle λi = (i − 1) · 4λ with elements
K i, Ri, and ti, where i = 1, . . . , Nλ. Projection matrices as defined here map 3-D
world coordinates to 2-D detector coordinates u = (u1, u2)> that are expressed in
terms of pixels. This is different to the continuous projection domain coordinates
uc = (uc1, uc2)> used in Sec. 2.2.2.2 that are stated in mm. They are related by

u = h

(
K
(

uc

DSD

))
. (2.13)

Projection images I i(u) are discretized on a pixel grid, however, data readout at non-
integer, sub-pixel locations is possible via interpolation. If not mentioned otherwise,
bilinear interpolation is used [Pras 09, Keck 14].

2.3 Reconstruction from Uncorrupted Data
Given a set of images I i, i = 1, . . . , Nλ acquired on a short scan trajectory together
with the corresponding projection matrices Pi. Then, tomographic reconstruction
is possible using filtered backprojection (FBP) type or iterative reconstruction algo-
rithms, respectively.
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2.3.1 Filtered Backprojection Based Reconstruction
FBP based methods, such as the well known Feldkamp-Davis-Kress (FDK) algorithm
[Feld 84] and its derivatives, are one-shot algorithms and can still be considered the
main work horse for tomographic image reconstruction [Zeng 14]. This is particularly
true in interventional settings where short run times are critical [Sche 07, Wu 16].
Although most one-shot algorithms, including the FDK algorithm, are known to be
approximate for circular trajectories (see also Sec. 2.2.2.2) [Feld 84, Zeng 10, Sidk 08],
they perform adequately well when the cone-angle is small and there are a large
number or projections [Sidk 08].
Using the projection matrices, FBP type reconstruction reads

u = Pix (2.14)

f(x) =
Nλ∑
i=1

1
(u3)2w

i
red(u) · Ĩ i(h (u)) , (2.15)

where we exploit the convenient property that u3 encodes the depth of x w. r. t. the
X-ray source and the principal ray. This property depends on the scaling of the
projection matrix and the encoded view direction, but holds for the definition of P
presented here [Hart 04]. Moreover, wired are redundancy weights that account for
multiple sampling of particular rays [Park 82, Ries 13], and Ĩ i is the projection image
after cosine weighting [Kak 01] and row-wise ramp filtering [Rama 71, Kak 01].

2.3.2 Iterative Reconstruction
When the projection data is sufficient, one-shot algorithms derived from analytic in-
version formulas are usually effective [Sidk 08]. When data is incomplete, e. g., under-
sampled, such algorithms may implicitly impose unrealistic assumptions resulting in
severe artifacts in the reconstructed images [Chen 08, Sidk 06, Sidk 08, Ries 13]. Con-
versely, iterative algorithms make weaker assumptions on missing data and allow for
the incorporation of prior knowledge in the form of regularizers targeting positivity
constraints or image appearance. Many iterative algorithms model the reconstruc-
tion problem as a discrete linear system, where the projection data is understood as
a weighted sum over the image voxels:

I = Mf , (2.16)

where I ∈ R(Nu ·Nλ) and f ∈ RNx are discrete, vectorized versions of the set of
projection images {I i} and the object function f , respectively. Further, Nu = U1 ·U2
and Nx = X1 ·X2 ·X3 are the number of discrete samples in a projection image and the
reconstruction volume. The system matrix M encodes the geometry and is a discrete
model for Eq. (2.1) and Eq. (2.3). Inverting Eq. (2.16) is impossible even under ideal
conditions due to the sheer size and ill-conditionedness of M ∈ R(Nu ·Nλ)×Nx that arises
from, e. g.,, under-sampling. However, from Eq. (2.16) we can specify an optimization
problem that is then solved in an iterative procedure. The minimization problem is
given by

argmin
f

D(f ) +R(f ) , (2.17)
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where D(f ) is a data fidelity term and R(f ) may encode additional regularizers
[Sidk 08, Cond 14].
We chose the squared residual D(f ) = 1

2‖Mf − I‖2
2 as the data fidelity term. Typ-

ically, the regularization terms consist of a non-negativity constraint ιR+(f ) and
the spatial total variation (sTV) norm ‖f ‖sTV [Song 07, Chen 08, Sidk 08, Rits 11,
Huan 16, Taub 16]. The sTV norm ‖f ‖sTV = ‖Dsf ‖1,2 is defined as the sum (L1

norm) of the magnitudes (L2 norm) of the spatial image gradient that is computed
using

Ds : fx1,x2,x3 7→

fx1+1,x2,x3 − fx1,x2,x3

fx1,x2+1,x3 − fx1,x2,x3

fx1,x2,x3+1 − fx1,x2,x3

 , (2.18)

the element-wise spatial forward difference operator and zero boundary conditions.
For brevity of notation, fx1,x2,x3 denotes the element of f at location x = (x1, x2, x3)>.
Then, the target function for reconstruction becomes

argmin
I

= 1
2‖Mf − I‖2

2 + µs‖I‖sTV + ιR+(I) , (2.19)

where µs ≥ 0 is the regularizer weight.
Many strategies have been proposed for the optimization of Eq. (2.19) [Song 07,
Sidk 08]. Recently, convex optimization methods involving variable splitting and
proximal operators have received increasing attention due to their desirable conver-
gence properties [Cham 11, Taub 17a]. Eq. (2.19) consists of a smooth, differentiable
part D(f ) but also of non-smooth but proximable parts, a type of function that is ide-
ally suited for optimization using the proximal primal-dual split algorithm [Cond 13]
that was later refined to efficiently tackle regularized imaging problems [Cond 14].
Put concisely, the algorithm iteratively finds the optimal solution for f (in primal
domain) and Dsf (in dual domain), respectively, using alternating updates. We refer
to Chap. 6 and [Cond 13, Cond 14] for a more detailed discussion of the optimization
strategy. As mentioned previously, minimization of Eq. (2.19) using [Cond 14, Algo-
rithm 1] is guaranteed to converge if the update step lengths are chosen appropriately.

2.4 Data Corruption in Coronary CBCT Angiography
Both one-shot and iterative reconstruction algorithms as described in Sec. 2.3 have
been successfully applied to various reconstruction problems in C-arm CBCT imag-
ing. However, they assume consistent input data. This means, that a) all images
I are projections of the same, static object that b) does not extend beyond the
field of view (FOV) defined by the accurately known acquisition geometry [Ohne 00].
Unfortunately, neither of the two aforementioned requirements is met in rotational
coronary angiography, as will be discussed in the following sections.
It is worth mentioning, that other effects such as beam hardening [Broo 76], photon
starvation [Barr 04], and scatter [Zbij 06, Bier 17b] also tend to result in inconsistent
projection data, but are neglected within this thesis as inconsistencies introduced by
imaging of dynamic objects and heavy truncation are predominant.
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Figure 2.4: Illustration of intra-scan motion between two subsequent projection
images I i1 and I i2 . The world point x is displaced by d between the acquisition of
images i1 and i2. Such displacements corrupt the acquisition by introducing incon-
sistencies that need to be accounted for during reconstruction.

2.4.1 Truncation
Angiography scanners are operated during interventions and, therefore, cannot be
fitted with very large detectors as they would obstruct access to the patient and
could lead to high radiation doses [Maie 12]. Conventionally, active detector sizes
are limited to 382 mm× 296 mm with typical values for SID and SDD being 785 mm
and 1200 mm [Siem 14]. For reconstruction, this geometry results in a cylindrical 3-D
FOV with a diameter of 240 mm and a height of 185 mm [Siem 17].
As the FOV clearly is too small to accommodate the whole thorax of an adult,
projection images of the thorax acquired using a short scan trajectory (see Sec. 2.2.2.2)
are truncated. The average heart is 120 mm in length, 80 mm in width, and 60 mm in
height [Bett 13, pp. 787–846]. Consequently, the heart and particularly the coronary
arteries do not extend beyond the central FOV and are, therefore, not truncated.
This observation will be of particular importance in later sections.

2.4.2 Intra-scan Motion
Assuming that projections arise from a static scene is justified for certain imaging
problems, e. g., for cerebrovascular rotational angiography [Rooi 08] or supine CBCT
scanning of extremities [Choi 14, Berg 16]. In most cases, however, at least parts of
the imaged object are dynamic. If intra-scan motion occurs the acquired projection
images do not agree with the calibrated geometry, which leads to artifacts in un-
compensated reconstructions [Rit 09b, Rohk 10b, Schw 13a, Sisn 16b]. A schematic of
these relationships is shown in Fig. 2.4.
Intra-scan motion is of particular relevance when imaging the thoracic region, due to
constant cardiac and respiratory motion [Wang 99, Shec 06].
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Table 2.1: Maximum displacements of landmarks on the two main branches (left
anterior descending artery (LAD) and left circumflex artery (LCX)) of the LCA in
left-right (L-R), posterior-anterior (P-A), and superior-inferior (S-I) direction taken
from [Shec 06]. Positive values indicate motion towards the left, posterior, and supe-
rior, respectively.

L-R P-A S-I
LAD (0.1± 3.5) mm (−0.7± 1.9) mm (4.7± 1.8) mm
LCX (0.3± 2.8) mm (−0.6± 1.9) mm (5.6± 1.5) mm

2.4.2.1 Cardiac Motion

Cardiac motion is highly complex but repetitive with a high frequency. Resting
state heart rates are between 60 and 100 beats per minute (bpm) (1.0 Hz to 1.7 Hz)
[Guyt 11, Ostc 11] which suggests that 5.0 to 8.3 recurrences are observed within a
standard 5 s short scan. The coronary arteries are attached to the myocardial surface
and, therefore, follow cardiac movement. The motion consists of longitudinal and
circumferential contraction, and twist around the LV long axis [Naka 11, Unbe 15c].
Typical 3-D displacements for landmarks on the LAD and the LCX during the cardiac
cycle are (9.6± 1.3) mm and (12.1± 2.4) mm, respectively [Shec 06]. In general, this
motion is oriented towards the patient’s left inferior and anterior [Shec 06] but it is
highly non-rigid.

2.4.2.2 Respiratory Motion

In contrast to cardiac motion, respiratory motion is low frequency. The average
ventilation rate among elderly adults is (0.33± 0.08) Hz [Rodr 13], suggesting that
respiratory motion is quasi non-recurrent for standard interventional imaging pro-
tocols [Rohk 10b, Unbe 16c, Unbe 16c]. Displacement of the coronary arteries dur-
ing tidal breathing occurs mostly along the superior-inferior axis of the patient
as the pericardium, a conical fibro-serous sac containing the myocardium, is at-
tached to the diaphragm [Gray 18] and, therefore, largely follows diaphragm mo-
tion [Wang 95, Shec 04, Shec 06]. Maximum displacements of the LAD and the LCX
in left-right (L-R), posterior-anterior (P-A), and superior-inferior (S-I) direction are
stated in Tab. 2.1. The form of presentation in Tab. 2.1 suggests that respiratory
motion induced displacements of the coronary arteries are sufficiently described by a
single 3-D translation. However, there is evidence that more flexible motion models
need to be considered if a very accurate description is needed [Shec 04], particularly,
when a larger region of the thorax is of interest [McCl 13, Geim 17b].

2.4.2.3 Conclusion

In conclusion, the corruption due to cardiac and respiratory intra-scan motion is
substantial and cannot be neglected during reconstruction due to large motion am-
plitudes. Moreover, unfortunate combination of cardiac and respiratory motion pat-
terns may yield situations where a certain motion state is imaged only once. These
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observations suggest the need for motion detection and management strategies to
enable 3-D reconstruction.

2.5 Image-based Data Corruption Metrics
As motivated in Sec. 2.4, the sources of image sequence corruption and the respective
severity is highly diverse. While inconsistencies due to scatter are largely neglected in
practice, corruption resulting from patient motion tends to render 3-D reconstruction
impossible. Consequently, metrics that quantify the level of corruption, i. e., incon-
sistencies, within an acquisition are of high relevance.
We categorize DCMs in two categories.

1. DCMs that arise from the image formation process and geometry. These DCMs
are often referred to as CC. Famous representatives include:

• Helgason-Ludwig consistency conditions (HLCC) [Helg 80, Ludw 66],
• Fourier consistency conditions (FCC) [Edho 86, Natt 86, Mazi 10, Berg 17],

and
• Epipolar consistency conditions (ECC) [Debb 13, Maas 14, Aich 15a, Frys 15].

2. DCMs that assess image characteristics based on prior knowledge of favorable
properties, often referred to as an auto-focus measure (AFM). These DCMs are
heuristic but prove effective in practice. Favorable characteristics include:

• Gabor texture features [Wick 12],
• Gradient magnitudes, such as sTV and temporal total variation (tTV)

[Wick 12, Sisn 16a, Taub 17a], and
• Histogram entropy [Wick 12, Sisn 16a].

Using CC for the assessment of inconsistencies seems convenient, as they do not
impose any assumptions on the imaged object. Unfortunately, Helgason-Ludwig con-
sistency conditions (HLCC) have not yet been extended to the CBCT geometry, and
Fourier consistency conditions (FCC) require a full scan [Berg 17] that is not available
in practice. Consequently, the focus within this thesis is on ECC and AFMs as they
are fit to handle clinical CBCT acquisitions.

2.5.1 Epipolar Consistency Conditions
ECC builds upon the epipolar geometry, that describes the geometric relation be-
tween two views i1 and i2, where i1/2 ∈ {1, . . . , Nλ} and i1 6= i2. The epipolar geom-
etry allows for the definition of corresponding lines li2i1 and li1i2 in the images I i1 and
I i2 , respectively. The lines arise from the intersection of a particular epipolar plane
εi2i1 ∈ R4, which is a homogeneous 3-vector, with the two image planes. A schematic
of the described relations is given in Fig. 2.5. The resulting lines in the domain of
the respective images are defined by a signed distance t to the principal point and an
angle β measured with respect to the u1 axis, such that l = (− sin(β), cos(β),−t)>.
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Figure 2.5: Schematic drawing of the geometric relations between two calibrated
views i1 and i2. The epipolar lines li2i1 and li1i2 are the intersections of an epipolar
plane εi2i1 with the respective image plane.

Assuming an orthogonal acquisition geometry, integration over corresponding epipo-
lar lines li2i1 and li1i2 gives two redundant ways of computing the integral over the
epipolar plane ε through the 3-D object. It holds

ρi1(li2i1)− ρi2(li1i2) = 0 , (2.20)

where ρi(li) denotes integration over the line li in image I i.
For cone-beam projections aforementioned equality does not apply as integrals over
epipolar lines differ by a weighting with the distance to the camera center [Aich 15a].
Yet, they carry redundant information. Aichert et al. use Grangeat’s theorem to
cancel out the weighting and derive consistency conditions similar to Eq. (2.20) for
cone-beam geometries:

∂

∂t
ρi1(li2i1)− ∂

∂t
ρi2(li1i2) ≈ 0. (2.21)

In Eq. (2.21), t is the distance of the line to the principal point. There exists a pencil
of epipolar planes εi2i1(κ) around the baseline, where κ is the angle of the epipolar
plane and the principal ray, and the baseline is the join of the two camera centers
[Aich 15a]. This allows for the definition of a global metric EC that quantifies overall
sequence corruption. The measure is obtained by summation over all ordered image
pairs:

EC({I i}) =
Nλ∑
i1=1

∑
i2<i1

ECi2
i1(I i1 , I i2)

=
Nλ∑
i1=1

∑
i2<i1

∫ π/2

−π/2

((
∂

∂t
ρi1(li2i1)(κ)

)
−
(
∂

∂t
ρi2(li1i2)(κ)

))
dκ, (2.22)

where κ is still considered continuous.

2.5.2 Auto-focus Measures
Auto-focus Measures (AFMs) can be considered an image optimality criterion that,
in contrast to traditional CC, does not immediately follow from the image formation
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process. The term auto-focus is most commonly used in the context of digital pho-
tography, where an image-based measure is evaluated locally to determine whether
an object of interest is in or out of focus. However, such measures have received
increasing attention in medical imaging as they map an image to a single scalar value
that represents the quality of the image [Wick 12, Mir 14]. To do so, AFM exploit
prior knowledge of the imaged object. Popular measures, both in photography and
medical imaging, are based on gradient magnitudes or properties of the gray value
histogram [Wick 12, Mir 14, Mari 16, Sisn 16a, Unbe 17d] and favor piecewise constant
images. For the remainder of this thesis, we denote the scalar describing the focus of
an image f by AF(f).
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3.1 Introduction
This chapter provides information on the current state-of-the-art in vasculature re-
construction from C-arm CBCT rotational angiography. We focus on related work
targeting the major sources of corruption in coronary angiography, namely trunca-
tion (Sec. 3.2), intra-scan motion (Sec. 3.3 and Sec. 3.4), and 3-D reconstruction from
very few consistent views (Sec. 3.5).

3.2 Truncation
Truncation correction has been studied intensively in the context of CBCT image re-
construction [Sour 05, Maie 12, Denn 13, Xia 14, Xia 15]. Many of these methods seek
to mitigate the effects of lateral truncation by clever decomposition of the standard
FDK algorithm [Feld 84, Denn 13, Xia 15]. Despite effective for CBCT reconstruction,
aforementioned algorithms cannot be employed within this thesis, as we explicitly re-
quire non-truncated projection images to enable the application of CCs.

3.2.1 Background Subtraction
As mentioned previously, projections of the whole thorax are truncated as it extends
far beyond the 3-D FOV of conventional clinical C-arm angiography systems. The
coronary arteries, however, occupy a central region of interest (ROI) only and thus
do not extend beyond the FOV implying that separation of the contrasted coronary
arteries from the remaining thorax would yield non-truncated projections.
A straight-forward method to achieve material decomposition in projection domain
is background removal via digital subtraction [Chil 81]. For DSA, projections of the
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Figure 3.1: Truncation removal using virtual single frame material decomposition
in the background subtraction sense. A binary segmentation of the object is used
to identify positions subject to background estimation via an inpainting method.
Finally, the estimated background is subtracted from the original projection yielding
a virtual digital subtraction angiography (vDSA) image.

scene without contrast agent (mask scan) are digitally subtracted from projections
acquired during contrast injection (fill scan), yielding images of the contrasted lumen
only. Unfortunately, DSA can only be applied successfully to invariant anatomies,
such as the cerebral vasculature [Gao 16, Yi 17]. Object motion between the acquisi-
tion of mask and fill scan introduces misalignment artifacts that deteriorate diagnostic
value and require compensation [Bent 02]. For cardiac imaging, this requirement is
particularly problematic as the coronary arteries are subject to constant cardiac and
respiratory motion (cf. Sec. 2.4.2).
For imaging in a static acquisition geometry, misalignments introduced by inter-scan
motion may be compensated for by image registration [Fitz 88, Neja 14]. Other meth-
ods seek to avoid the problems induced by the acquisition of two subsequent images
as a whole. Such approaches estimate mask images from fill scans [Blon 06, Zhou 08,
Hu 12, Bros 15], a technique that we will refer to as virtual digital subtraction an-
giography (vDSA). All methods are similar in that they require vessel segmentation
to identify regions for image inpainting, i. e., background estimation. Brosig et al.
assume a static scanner geometry and temporal angiography sequences to estimate
background images using guided inpainting [Bros 15].
However, this method is not applicable in rotational angiography, where the moving
gantry introduces yet another source of inconsistency. In this context, methods op-
erating on a single image are essential. An outline of such algorithms is presented in
Fig. 3.1. While the methods employed for vessel segmentation differ, the variation
in inpainting algorithms is rather limited. Brosig et al. use bilinear interpolation,
whereas Blondel et al. and Zhou et al. use morphological closure to estimate the
background image [Blon 06, Zhou 08]. These methods work well for small ROIs but
usually perform poorly when large areas need to be estimated [Aach 01, Berg 14].
Recently, methods from machine learning based on denoising auto-encoders (DAEs)
and convolutional neural networks (CNNs) have received increasing attention, and
were applied successfully to image inpainting [Xie 12, Kohl 14, Cai 15]. These ap-
proaches are of substantial interest, as they potentially allow for background esti-
mation without the need for segmentation, an approach that is commonly referred
to as blind inpainting. State-of-the-art results on natural images are impressive
[Kohl 14, Cai 15], however, the applicability to medical images, particularly to vDSA



3.3 Cardiac Motion 25

has yet to be demonstrated.
It is worth mentioning that material decomposition, particularly the separation of
contrast agent and background, is also possible with photon counting detectors [Roes 07,
Maas 09, Lu 15]. These methods exploit the energy dependence on the attenuation
coefficients introduced in Sec. 2.2.1.2, but require dedicated detectors [Tagu 13] that
are not yet ready for commercial deployment [Mull 16].

3.2.2 Background Suppression
The methods specified in Sec. 3.2.1 approximate detector domain material decom-
position. If accurate, these methods yield projection images that are still valid in
the image formation sense (cf. Sec. 2.2.1) which should be preferred for tomographic
reconstruction and CC. Unfortunately, this benefit most often comes at the cost of
highly sophisticated algorithms that require thorough parameter tuning to perform
well [Berg 14, Unbe 17a].
For the sake of completeness, we would like to mention that simple background sup-
pression, albeit theoretically incorrect, proved highly beneficial for both one-shot
[Rohk 10b, Schw 13a] and iterative tomographic reconstruction [Hans 08b, Liu 14].
Rather than estimating a complete background image, all aforementioned methods
rely on simple, morphological image processing techniques. They apply top-hat fil-
ters [Soil 04] to the projection images that are, in essence, an erosion followed by a
dilation with a particular structuring element. Consequently, such filters suppress all
structures that are larger than the, usually circular, structuring element.
Simple preprocessing algorithms, such as top-hat filtering, are attractive as they are
readily applicable to unseen data sets. Moreover, the benefit of sparse projection
images seems to outweigh the error introduced by rough background reduction in to-
mographic reconstruction [Hans 08b, Rohk 10b, Cime 16a]. Whether these advantages
also apply in the context of DCMs has yet to be discussed.

3.3 Cardiac Motion
Cardiac motion is usually addressed in terms of retrospective gating or binning using
surrogate signals. An illustration is provided in Fig. 3.2. The idea is to select sub-
sets of images that correspond to the same cardiac phase. It becomes obvious from
Fig. 3.2 that the amount of available images is dependent on the number of observed
cardiac cycles, i. e., the heart rate; high heart rates are preferable in order to obtain
as many images as possible for reconstruction. However, for clinical single-sweep ro-
tational angiograms (cf. Sec. 2.2.1 and Sec. 2.4.2.1), the reconstruction problem is
known to remain ill-posed [Laur 06, Cime 16a].
Gating approaches are generic in the sense that they can be employed in both symbolic
and tomographic reconstruction algorithms. Moreover, the choice of low-dimensional
surrogate signal, that is used to determine the cardiac phase of a specific projection
image, is unrestricted. Most methods rely on the simultaneously acquired ECG signal
[Laur 06, Rohk 10b, Schw 13a, Cime 16b, Cime 16a] and define the cardiac phase of a
particular image by its relative distance to the two neighboring R peaks (see Fig. 3.2).
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Figure 3.2: During acquisition of projection images I i an electrocardiogram (ECG)
signal is recorded (top row), and converted to cardiac phases ci ∈ [0, 1] using the
relative distance to the two neighboring R peaks (middle row, sawtooth signal). We
select two exemplary reference phases cr1 and cr2 at end diastole and end systole,
respectively, to demonstrate restrictive nearest neighbor gating (middle row) and
continuous phase weighting (bottom row).

Although usage of the ECG should be considered state-of-the-art, image-based surro-
gates are known in literature and may be preferable as they encode the motion state
rather than the electro-physiologic activation [Blon 06, Lehm 06, Unbe 17a]. These ap-
proaches usually assume that the predominant displacement in axial direction results
from the superior-inferior motion of the heart during contraction [Blon 06, Lehm 06].
Extrema in such displacement sequences are then used analogously to the R peaks
in the ECG. To define the surrogate, Lehmann et al. and Blondel et al. make use
of horizontal line integrals of subsequent X-ray images [Lehm 06, Blon 06]. These ap-
proaches are highly similar to the well known Amsterdam Shroud (AS) [Zijp 04] and
fail in presence of non-cardiac axial motion, such as respiration, or for non-circular
trajectories, such as dual axis rotational angiography (DARCA) [Klei 11, Grec 12] or
saddle trajectories [Pack 04].
Once a cardiac phase is assigned to each projection image, quasi-stationary subsets
can be determined using nearest neighbor or continuous gates, depending on the re-
construction algorithm. Nearest neighbor gating selects one image from each cardiac
cycle that is closest to the reference cr in terms of cardiac phase ci, such that the
weighting function wc(r, i) is unity for each nearest neighbor and zero everywhere
else. It is primarily deployed for symbolic reconstruction methods [Blon 06, Jand 09,
Liao 10, Cime 16b], as it severely undersamples the available projection data which
may lead to streaking artifacts [Sidk 06, Scha 06] in tomographic reconstruction. An-
other option is to use cosine-based weighting functions that retain more data but in-
crease the residual motion within each gate [Scha 06, Rohk 10b, Schw 13b, Schw 13a].
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Following Rohkohl et al. [Rohk 08], the gating weight wc(r, i) of image I i at cardiac
phase ci with respect to a reference phase cr is given by

wc(r, i) =
{

cosag
(
|cr−ci|
wg

π
)

if |cr − ci| < wg
2

0 else
, (3.1)

where ag and wg are constants controlling shape and width of the bell-shaped function,
that can be tuned automatically [Rohk 10a].
It is known in literature, that the reconstruction quality depends on the target heart
phase [Scha 06] due to different amount of residual motion within gates. Typically,
a reference heart phase at end diastole is selected heuristically [Shec 06, Husm 07],
yet algorithms exist that determine the optimal reference phase for each data set
individually [Rasc 06a, Hans 08a].

3.4 Respiratory Motion
Due to the low frequency of respiratory motion (cf. Sec. 2.4.2.2) only very few re-
currences are observed during a standard acquisition. Respiratory gating strategies
based on surrogate signals [Fisc 15, Sand 16] similar to Sec. 3.3 followed by cyclic reg-
istration proved robust in image-guided radiation therapy [Sonk 05, Li 07, Geim 17b].
Unfortunately, in the context of rotational angiography respiratory phase gating is
impossible as it would result in a highly ill-posed problem, impeding the application
of aforementioned methods.
A prominent solution is to avoid the problem as a whole by requiring patients to hold
their breath throughout the acquisition. If breath-hold is impossible or imperfect,
motion estimation techniques must be applied to mitigate the corruption due to res-
piration and, finally, enable 3D reconstruction.
Virtually all state-of-the-art methods for respiratory motion compensation in stan-
dard protocols require an initial 3-D reconstruction of the structure of interest, that
enables 3-D/2-D registration of the model to subsequent motion states. In bi-plane
angiography it has been shown that this strategy allows for the estimation of 3-D ro-
tations and translations [Bros 10] but even dense 3D displacement fields can be recov-
ered [Shec 03, Shec 06]. Reconstruction of a prior 3-D model in presence of respiratory
motion may also be possible from multiple views of single-plane rotational angiogra-
phy. Blondel et al. use alternating symbolic reconstruction and bundle adjustment
steps to estimate detector shifts to account for respiratory motion [Blon 04, Blon 06].
In the context of rotational angiography, however, motion estimation is far more
challenging as supposedly consistent frames are acquired successively rather than si-
multaneously. Hence, there is no guarantee that a particular motion state is observed
more than once. In the most general case, the reconstruction of such initial model
is challenging or even impossible, making its requirement a limiting factor for the
applicability of the methods.
As of yet, the only method fully acknowledging this problem was proposed by Rohkohl
et al. [Rohk 09]. Respiratory motion is expressed in terms of 3-D affine transforms
between subsequent frames. The motion parameters are determined by optimization
of a cost function, that evaluates the correlation between the acquired projections
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and maximum intensity projections (MIPs) of compensated reconstructions. As the
optimization relies on stochastic gradient descent [Rohk 09, Rohk 10b], the method
still requires a sufficiently meaningful initial reconstruction.

3.5 Vasculature Reconstruction Algorithms
We limit our summary to the methods most relevant to the topics discussed here
and provide in depth information on four particularly important algorithms: sym-
bolic reconstruction using 3-D cost maps [Li 11], explicit and implicit correspondence
matching [Blon 06, Liao 10], and streak-reduced, ECG gated tomographic reconstruc-
tion [Schw 13b]. This course of action seems justified, considering the excellent and
very recent review on the topic by Çimen et al. [Cime 16a].

3.5.1 Tomographic Reconstruction
Tomographic reconstruction algorithms produce a volume representing the coronary
artery lumen. In general, these methods neither require nor impose prior information
on the coronary artery tree [Cime 16a] (particularly the shape of the lumen), making
them highly suitable for the reconstruction of anomalies [Scho 09]. Compared to
symbolic algorithms, tomographic methods usually require more consistent projection
images over a large angular range in order to reduce the violations of Tuy’s data
completeness condition [Tuy 83, Zeng 10].
Straight-forward tomographic reconstruction in the FBP-sense as described in detail
in Sec. 2.3.1 is possible by modification of Eq. (2.14). Using ui = Pix, the 3-D
tomographic reconstruction at cardiac phase cr is given by

f r(x) =
Nλ−2Nign∑

i=1

1
(ui3)2 wc(r, i) · Ĩ i

(
h
(
ui
))

, (3.2)

where wc(r, i) denotes the gating weight of image I i at cardiac phase ci w. r. t. to the
target heart phase cr. To mitigate streaking artifact introduced by residual motion
and severe undersampling, the Nign smallest and largest contributions to each point
x are omitted [Rohk 08, Schw 13b]. Analytic one-shot reconstruction methods similar
to Eq. (3.2) as employed in [Scha 06, Rasc 06b, Mova 07, Rohk 08, Rohk 10b, Schw 13a]
are attractive as they exhibit low run times, however, the reconstruction quality may
not be sufficient for diagnostic purposes [Cime 16a].
Analytic methods are highly susceptible to angular undersampling yielding severe im-
age artifacts that drastically impair the image quality and clinical value. In iterative
reconstruction schemes these artifacts can be suppressed effectively by incorporating
prior knowledge on image appearance (cf. Sec. 2.3.2), such as sparsity in intensity
[Li 02, Li 04, Hans 08b] or gradient domain [Zhou 08, Wu 11, Hu 12].
Despite yielding superior image quality, these methods still operate on a subset of
the acquired data only suggesting that further improvements may be possible if all
projection images were used. To this end, some algorithms estimate the intra-scan
displacements due to cardiac motion, that are then integrated into the geometric
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description: a particular world point is displaced according to the estimated defor-
mation before it is projected into detector domain such that

x ′ = x + T ir(x)
ui = Pix ′ , (3.3)

where T ir : R3 → R3 describes the 3-D translation of a world point at cardiac phase
cr to the corresponding location at phase ci (cf. Fig. 2.4) [Blon 04, Scha 06, Rohk 10b,
Liu 16]. This concept allows for straight-forward integration of highly complex motion
patterns into standard reconstruction algorithms [Scha 06]. It is worth mentioning
that a formulation according to Eq. (3.3) is approximate for analytic, FBP-based
methods as no update of ramp, cosine, or redundancy filtering is performed [Prum 06,
Scha 06]. To minimize the effects on image quality, the displacements are required to
be small [Tagu 08].

3.5.2 Symbolic Reconstruction
In contrast to tomographic reconstruction algorithms, symbolic methods (also re-
ferred to as model-based [Cime 16a] or geometric [Rohk 11]) are more flexible with
respect to the imaging geometry and, in general, require fewer consistent images
[Cime 16a]. This flexibility is usually enabled by sparse input data, such as vessel
centerlines [Blon 06, Liao 10, Li 11, Card 12, Liu 15, Cime 16b] or tubularity response
maps [Jand 09, Keil 09a, Keil 09b], that are not obtained easily due to noise, poor
contrast, or overlap with strongly attenuating structures. In general, the methods
devised for symbolic reconstruction reveal a trade-off between the amount of views
available and the need for accurate segmentation and manual interaction. The reason
for this is, that most symbolic methods rely on implicit or explicit correspondence
estimation between detector domain points. Establishing correspondences, however,
is non-trivial as the matching is ambiguous due to the complex shape of the coronary
artery tree.

3.5.2.1 Symbolic Reconstruction via Explicit Correspondence Matching

This problem becomes particularly obvious for methods based on the epipolar geom-
etry. Given a detector domain point u in reference image Ir1 , the epipolar constraint
states that the corresponding point in view Ir2 must lie on the respective epipolar
line lr1

r2 . Unfortunately, the intersection of this line with the segmented coronary
artery centerlines does not generally yield a single but multiple correspondence can-
didates as illustrated in Fig. 3.3a. Consequently, methods devised for reconstruction
from bi-plane angiography rely on manual input to alleviate the ambiguity of the
correspondence problem [Hoff 00, Andr 08]. Rotational angiography, however, yields
multiple consistent views and hence enables fully automatic symbolic reconstruction
algorithms. Blondel et al. propose to dissolve the ambiguity of the matching ac-
cording to the epipolar constraint by incorporation of the remaining views [Blon 06].
Candidate 3-D points are triangulated from the proposed correspondences and then
evaluated by reprojection into the remaining views. Correct correspondences of a
linked set of points are assumed to a) project close to detector domain centerlines
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(a) (b)

Figure 3.3: The epipolar constraint between views Ir1 and Ir2 yields two potential
correspondence candidates for centerline point u, making the correspondence match-
ing ambiguous (Fig. 3.3a). The ambiguity of the matching can be resolved using
views not currently used for triangulation (Fig. 3.3b).

in all views while b) remaining in close proximity and preserving the linked struc-
ture. The two requirements, referred to as relevance and geometric coherence, are
combined in a joint energy function and optimized for using Dijkstra’s algorithm and
dynamic programming [Blon 06, Dijk 59].

3.5.2.2 Symbolic Reconstruction via Implicit Correspondence Optimization

Rather than using triangulation from corresponding points, Liao et al. and Liu et al.
proposed to directly estimate the depths of centerline pixels in a reference view Ir
[Liao 10, Liu 15]. To this end, the space between source and detector is discretized
into L planes of equal depth with a spacing of 4L. Reconstructed 3-D centerline
points u must lie on the ray ru = o u3D that connects the optical center o and the
3-D position u3D of the 2-D centerline point u. This geometrical relation is visualized
in Fig. 3.4. Then, 3-D reconstruction essentially becomes a labeling problem, where
every centerline point u is assigned a label lu corresponding to a certain depth plane.
The method seeks to recover depth labels such that the reconstructed points are in
good agreement with the remaining views and piecewise continuous [Liao 10]. Both
requirements are integrated into an energy function that is minimized using discrete
optimization, namely α-expansion moves [Boyk 01] and belief propagation [Melt 05]
in [Liao 10] and [Liu 15], respectively.

3.5.2.3 Symbolic Reconstruction via 3-D Minimal Paths

An approach partially similar to the implicit methods described above was proposed
by Jandt et al. and Li et al.. They consider centerline reconstruction as a 3-D
minimal path extraction problem [Jand 09, Li 11]. The 3-D cost map gr at heart
phase cr is computed similar to Eq. (3.2) using modified backprojection operators
that, in contrast to additive updates, promote sparsity in reconstruction domain. It
is given by

gr(x) = max
i

(
wc(r, i) · Λi

(
h
(
ui
)))

, (3.4)
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Figure 3.4: Depth labels with respect to a particular reference view. For a known
imaging geometry, the position of the 3-D point û is uniquely determined by its
observation on the detector u and its depth label lu .

where ui = Pix , wc : N×N 7→ {0, 1} denotes nearest neighbor gating, and Λi is the
distance transform of the vessel centerlines in view i, that will be derived thoroughly
in Sec. 4.4.1. 3-D centerlines are then extracted from gr using minimal paths [Li 11]
or fast marching [Jand 09].
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4.1 Introduction
To evaluate the methods developed within the scope of this thesis, we rely on sim-
ulation studies based on in silico phantoms and on clinically acquired in vivo data,
that is presented in detail in Sec. 4.2 and Sec. 4.3, respectively. The projection im-
ages are preprocessed automatically to a) extract the vessel centerlines, b) segment
the contrasted lumen, and c) estimate a non-contrast background for vDSA imaging.
The methods devised for these tasks are described in Sec. 4.4. Finally, we apply the
algorithms to our data as described in Sec. 4.5 and report our findings in Sec. 4.6
and Sec. 4.7.

4.2 Phantom Data
To assess the proposed methods in a controlled environment we extend the cardiac
vasculature reconstruction evaluation (Cavarev 1) framework [Rohk 10c] to allow
for the evaluation of both tomographic and symbolic coronary artery reconstruc-
tion algorithms. Within the Cavarev framework, the dynamic XCAT phantom
[Sega 01, Sega 08, Rohk 10c] was used to simulate the 3-D anatomy in various mo-
tion states. Anatomy and physiology of the 4-D XCAT are based on 4-D tagged
magnetic resonance imaging (MRI) and high-resolution respiratory-gated 4-D com-
puted tomography (CT) data sets of human subjects [Sega 08], allowing for highly
realistic modeling of the vasculature and its embedding even in presence of motion.

1https://www5.cs.fau.de/research/software/cavarev/
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The XCAT phantom consists of B-spline surface definitions for the organs in the
thorax, which in the original Cavarev were used to generate temporal series of 3-D
ground truth volumes. The 4-D sequences were then forward projected assuming
a 5 s circular short scan trajectory covering 200◦ yielding Nλ = 133 2-D rotational
angiography images. We summarize the most important geometrical parameters in
Tab. 4.1. The Cavarev framework comprises data sets exhibiting two distinct mo-
tion patterns:

1. strictly periodic cardiac motion referred to as Card , and

2. strictly periodic cardiac motion superimposed by respiratory motion denoted
by CardBreath .

Providing projection images only is sufficient for objective comparison between tomo-
graphic reconstruction algorithms but does not yet accommodate symbolic methods.
To overcome this limitation, we utilize the 3-D ground truth volumes to extract 3-D
ground truth coronary artery centerlines and binary masks of the lumen. We then
forward project both the centerlines and the binary masks at every motion state to
obtain detector domain centerlines and segmentation masks, that serve as input to
symbolic reconstruction algorithms.
The 3-D centerlines as well as the 3-D binary masks of the lumen can then be used
to objectively assess reconstruction performance. Centerline and volumetric ground
truth at the motion state corresponding to projection I i are denoted by G i

c and gic
for Card , and G i

b and gib for CardBreath , respectively.

4.3 Clinical Data

Clinical data sets were provided by Dr. med. Michaela Hell and Prof. Dr. med. Stephan
Achenbach, Department of Cardiology, Friedrich-Alexander-Universität Erlangen-
Nürnberg. They were acquired on two distinct Artis one systems (Siemens Healthcare
GmbH, Forchheim, Germany). All data sets consist of Nλ = 133 projection images
acquired on a circular short scan trajectory covering 200◦ over 5 s. We state the ac-
quisition parameters in Tab. 4.1. A catheter is inserted into the femoral artery and
navigated to the LCA ostium (cf. Sec. 2.1.2). During X-ray acquisition, the coronary
arteries are contrasted using an iodine-based contrast agent, namely Ultravist ®–370
[Baye 14], that is injected at 4 mL s−1.
In contrast to in silico phantom data, 3-D ground truth is generally inaccessible for
clinical cases. To enable quantitative evaluation of some of the proposed algorithms,
a medical imaging expert with more than three years experience in interventional
cardiac imaging manually extracted the coronary artery centerlines in projection do-
main.
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Table 4.1: Acquisition parameters for the phantom and clinical data sets. DSI and
DSD denote the source-isocenter-distance (SID) and source-detector-distance (SDD)
while U1,U2 and 4u1,4u2 refer to the number of pixels and the corresponding pixel
size in detector u1 and u2 direction, respectively. Moreover, we state the peak tube
voltage UTube and the tube current ITube for the clinical acquisitions.

DSD DSI U1 × U2 4u1,4u2 UTube ITube

Cavarev 1200 mm 800 mm 960× 960 px 0.32 mm - kV - mA
R1 1200 mm 720 mm 896× 812 px 0.308 mm 90.0 kV 602 mA
R2 1200 mm 720 mm 776× 712 px 0.386 mm 90.0 kV 508 mA
R3 1200 mm 720 mm 896× 812 px 0.308 mm 91.6 kV 717 mA

4.4 Preprocessing

4.4.1 Vessel Segmentation and Centerline Extraction
Many methods in angiography, including the algorithms presented in this thesis, rely
on binary segmentation masks or vessel centerlines. As this work focuses on respi-
ratory motion estimation and 3-D reconstruction, we follow the literature [Blon 06,
Jand 09, Liao 10, Poly 12, Buda 13, Cime 16b] and rely on the combination of well es-
tablished segmentation algorithms such as vesselness [Fran 98] and medialness filters
[Koll 95] to automatically process the clinical data sets.
In angiography, contrasted vessels appear as narrow tubular structures that are bright
with respect to the surrounding background. It seems natural to exploit this prior
knowledge for segmentation in a multi-scale approach based on first and second or-
der derivatives. The acquired images are preprocessed using the well-known bilateral
filter that suppresses noise while preserving edges [Toma 98, Maie 16].
Let α(u, σ) be the local orientation of a structure at position u and scale σ, and let
eα be a unit vector orthogonal to the respective orientation. If the structure at u
is a contrasted vessel of scale σ we expect high negative gradients in the direction
orthogonal to α as well as a high negative curvature along eα. Filters that enhance
structures with aforementioned properties are already known in literature [Dehk 11].
We briefly restate vesselness and Koller filtering following [Fran 98] and [Koll 95], re-
spectively. Finally, we describe a strategy to merge both responses to obtain a) binary
segmentation masks and b) vessel centerlines.

4.4.1.1 Vesselness Filtering

In order to determine the respective responses at position u, first the Hessian matrix
is computed as

H (u, σ) =

 ∂2Iσ(u)
∂u2

1

∂2Iσ(u)
∂u1 ∂u2

∂2Iσ(u)
∂u1 ∂u2

∂2Iσ(u)
∂u2

2

 , (4.1)

where Iσ = I ∗Gσ, Gσ is a 2-D Gaussian kernel with standard deviation σ, I is the
projection image, and ∗ denotes convolution. The Eigenvalues of the Hessian matrix



36 Rotational Angiography Data and Preprocessing

ν1/2 , |ν1| ≥ |ν2| are related to the tubularity of an underlying structure and allow
for the definition of meaningful quantities. The Blobness B = ν2/ν1 is close to zero
for tubular structures and close to unity for bright regions with similar extent in all
directions, such as blobs. The structureness S =

√
ν2

1 + ν2
2 is given by the Frobenius

norm of the Hessian and is close to zero for uniform background and large in regions
with high contrast [Fran 98]. Combining the two measures into a probability-like
response yields the vesselness

V(u) = max
σ

e(−cBB) ·
(
1− e(−cSS)

)
, (4.2)

where cB and cS are constants that control the influence of B and S. Tuning cB
and cS for sensitivity yields strong responses for vessels, but also for other structures
with high curvature, such as the edges of bones. Subsequent hysteresis thresholding
[Cann 86] and removal of small connected components [Chan 04] suppresses isolated
responses and yields a binary mask Vb.

4.4.1.2 Koller Filtering

In contrast to the vesselness filter that enhances the complete lumen, Koller filter-
ing only yields strong responses on the centerline of tubular structures. Given the
Hessian H (u, σ), we can compute the orientation α(u, σ) of the generating structure
as tan(2α) = 2H12 (H11 −H22), where hessElij is the element of the Hessian H in
row i and column j, respectively. For vessels with scale σ we expect large negative
gradients at its boundaries u ± σeα, yielding the Koller filter response

K(u) = max
σ

{
min

{
−
(
∇Iσ(u + σeα)

)>
eα,

(
∇Iσ(u − σeα)

)>
eα
}}

.

4.4.1.3 Filter Combination

Both the vesselness and Koller filtered image contain excess responses from struc-
tured background, such as lung tissue or the vertebrae. Erroneous segmentations
are, at least partly, mutually exclusive making a combination of both responses ben-
eficial. The refined Koller response Kr is obtained by a per-pixel weighting with the
vesselness, reading Kr(u) = K(u) · V(u). Similar to Blondel et al. [Blon 06], we then
extract initial centerline candidates from Kr using thresholding. The set of potential
centerline points is given by Q = {u | Kr(u) > cK}, where cK is a heuristically
determined threshold.
Q still contains isolated responses and discontinuous centerlines, but can be used
to derive a cost map for centerline extraction in the minimal path sense. To this
end, the distance transform of Q is used to define the edge costs for path ex-
traction. The distance transform is defined as Λ(u|Q ) = ‖u − d (u|Q ) ‖2, where
d (u|Q ) = argminv∈Q ‖v−u‖2 is the closest point to u in Q . Subsequently, the final
set of centerlines is extracted from Λ(u|Q ) as minimal cost paths between end nodes
and the start node using Dijkstra’s algorithm [Dijk 59] with back tracking. The start
node is defined as the first point of the largest connected component in Q . As the
true end nodes are not known, every centerline candidate point in Q is considered as
a potential end node. Finally, after path extraction and pruning of short branches
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the extracted centerline tree T is given by the junction of all remaining branches
T =

.⋃
Bi. We also compute its distance transform Λ(u|T ) for later use in recon-

struction algorithms.
Subsequently, the aforementioned cost map Λ(u|Q ) is used to refine the binary lumen
segmentation. We assume, that the final segmentation maskW can only be non-zero
within a certain distance cR to vessel centerlines candidates, such that

W(u) =
 1 for Vb(u) 6= 0 ∧ Λ(u|Q ) < cR

0 otherwise , (4.3)

where cR is chosen to reflect the largest vessel diameter to be expected. Finally, we
define the inverse segmentation mask W , where W(u) = 1−W(u).

4.4.2 Background Estimation
We design a vDSA pipeline following the schematic shown in Fig. 3.1. Once binary
segmentation masks are obtained according to Sec. 4.4.1, they are used to remove
intensity information at the locations of contrasted vessels, thereby artificially cor-
rupting the projections. Formally, the corrupted image G is obtained by multiplying
the original image with the inverse mask such that G = I · W . The acquired image
I and the background image that we seek to estimate B are similar in that their
corrupted versions cannot be distinguished:

G = I · W != B · W . (4.4)
The artificially corrupted observation G does not contain any information about the
presence of contrast agent. Consequently, the estimation solely relies on the remaining
structures and the resulting background estimate can be considered a virtual non-
contrast image (cf. Sec. 3.2). The corrupted regions of G are narrow and sparse but
they are connected. Simple methods, such as morphological closure, are predominant
in literature, however, in the case of background recovery they often yield patchy
images with unnatural appearance, a behavior that is largely suppressed when non-
local techniques in frequency domain are used [Berg 14].
A concurrent approach proposed by Aach et al. tries to recover the missing values
using spectral domain techniques [Aach 01]. According to the convolution theorem,
Eq. (4.4) can be restated as a convolution in frequency domain g = 1

Nu
(b ∗w), where

Nu is the number of pixels in the background image, and ∗ denotes convolution. Both
G and B are real valued such that their Fourier transforms g and b, respectively, are
symmetric. Therefore, it holds b(k) = b∗(Nu − k) for a spectral line pair b(k) and
b(Nu − k). Let the spectrum b of the undistorted background B consist of only
a single spectral line pair b(k) = b̂(s) δ(k − s) + b̂(Nu − s) δ(k − (Nu − s)). Then,
using

g(s) = 1
Nu

(b ∗w)(s) = 1
Nu

Nu∑
l

b(l) ·w(l − s) , (4.5)

the observed line pair at s and Nu − s reads:

g(s) = 1
Nu

(
b̂(s) ·w(0) + b̂∗(s) ·w(2s)

)
g(N − s) = g ∗(s) = 1

Nu

(
b̂∗(s) ·w ∗(0) + b̂(s) ·w ∗(2s)

) (4.6)
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Table 4.2: Heuristically determined parameters used in the segmentation algo-
rithms. Constant cB is defined using the c-th percentile of the structureness Pc(cS)).
As the Koller filter response is not normalized, cK is dependent on image domain
gradients and, hence, the contrast level.

cB cS cR cK
1/0.52 1/(P0.98(S))2 4.0 mm 0.07

where b̂(s) and b̂(N − s) = b̂∗(s) are the coefficients to be recovered. Eq. (4.6) can
be solved for b̂(s) yielding

b̂(s) = Nu ·
g(s)w(0)− g ∗(s)w(2s)
|w(0)|2 − |w(2s)|2 . (4.7)

In practice, however, b consists of more than a single spectral line pair. After one such
deconvolution step the error is zero only at s and Nu − s. Therefore, deconvolution
is applied iteratively, estimating multiple line pairs si and Nu − si in succession. The
line pairs for each iteration are selected such that they maximize the decrease in
mean-square error [Aach 01].
We apply spectral deconvolution in a patch wise manner to preserve the locality
of image appearance. The patches exhibit partial overlap and are weighted with
a Blackman window to create artificially continuous signals and to avoid spectral
leakage [Harr 78].
Finally, the estimated background image is subtracted from the acquired images
yielding a virtual digital subtraction angiography (vDSA) D(u) = I(u) − B(u).
Assuming perfect segmentation and background estimation, D contains contributions
of the contrast agent only. As the contrast agent is confined to the coronary arteries
that do not extend beyond the FOV, the resulting vDSA images Di, i = 1, . . . , Nλ are,
ideally, not truncated. This enables the application of consistency-based methods for
intra-scan motion detection that are described in the following chapter.

4.5 Experiments

We apply the automatic methods devised in Sec. 4.4.1 to the clinical acquisitions to
obtain projection domain centerline and binary segmentation masks that are readily
available for the phantom data. The performance of aforementioned algorithms de-
pends on the choice of parameters that were tuned heuristically. Tab. 4.2 summarizes
the values used for all experiments on clinical data.
Subsequently, we estimate non-contrast background images B using the method de-
scribed in Sec. 4.4.2 to obtain vDSA sequences of all data sets.
We evaluate the performance of the described methods qualitatively, as no adequate
ground truth is available.
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Figure 4.1: From top to bottom: projection, centerline, binary segmentation, esti-
mated background, and virtual subtraction image. Red and green arrows point to ex-
cess and missing segmentations, respectively. We show representative angiograms of
the coronary arteries at different viewing angles for the phantom data set Cavarev ,
and the three clinical acquisitions R1, R2, and R3. Individual data sets occupy one
column each.
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(a) (b) (c)

Figure 4.2: Fig. 4.2b represents the binary segmentation mask obtained from seg-
menting Fig. 4.2a using the algorithm described above. While erroneous segmenta-
tions (highlighted by the red arrow) are very prominent in the binary mask, they are
not as distinct in the vDSA image.

4.6 Results and Discussion
Representative results of the proposed methods for centerline extraction, lumen seg-
mentation, and background estimation are shown in Fig. 4.1. Obtaining good center-
line and segmentation quality was particularly difficult in views that exhibit overlap
of the arterial tree with the spine which drastically decreases vessel visibility. More-
over, we observed discontinuous segmentations that arise from low vessel contrast.
Background estimation worked well for both phantom and clinical data sets, yielding
vDSA images that, at least visually, exhibit a very low level of artifact. Yet, segmen-
tation errors propagate through the whole vDSA pipeline and erroneously segmented
structures, such as vertebrae, are pronounced in the binary mask as can be seen in
Fig. 4.2b. However, the presence of mis-segmentation is not as distinct in the vDSA
image (cf. Fig. 4.2b), potentially decreasing its influence on subsequently applied
algorithms such as motion estimation or reconstruction. Moreover, a preliminary
study suggested that the de-truncated vDSA images and CC can be used to reduce
over-segmentation within sequences that are consistent otherwise [Unbe 16b].
Cavarev does not provide non-contrast projection images, such that quantitative
evaluation is impossible. We would like to point out that the results reported here,
albeit qualitative, are in excellent agreement with studies published earlier that in-
cluded a quantitative assessment [Unbe 16b, Unbe 16c, Unbe 17a]. Within these stud-
ies it was shown, that the proposed vDSA pipeline is able to achieve excellent struc-
tural similarity indexes (SSIMs) between 91 % to 99 % w. r. t. to the ground truth.

4.7 Conclusion
We proposed a projection image preprocessing pipeline consisting of vessel centerline
extraction, lumen segmentation, and background estimation to obtain vDSA images.
Both, the coronary artery centerlines as well as the de-truncated vDSA images of
the contrasted lumen are used as input to respiratory motion compensation and 3-D
reconstruction algorithms that will be presented in Chap. 5, Chap. 6 and Chap. 7,
respectively.
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5.1 Introduction

This chapter is concerned with the estimation and compensation of intra-scan res-
piratory motion without the need for prior information on the 3-D topology of the
vascular tree. To this end, we devise two data corruption metric (DCM)-based meth-
ods that either exploit redundancies in projection images (cf. Sec. 5.2.1) or impose
favorable properties of 3-D space (cf. Sec. 5.2.2) to estimate the respiratory motion
of the heart.

5.2 Methods

5.2.1 ECC-based Correction

As motivated in Sec. 2.5.1, it is known that X-ray projections of the same 3-D object
carry redundant information that can be used to define an overall consistency metric
(cf. Eq. (2.22)) for a particular acquisition {I i|i = 1, . . . , Nλ} consisting of Nλ images.
Due to the limited FOV of C-arm CBCT scanners, projection images of the thorax
are truncated. This is problematic, as integrals over epipolar lines would not yield
the complete plane integral and would, therefore, be inconsistent even when no other
source of corruption such as motion is present. Consequently, we apply ECC to the
sequence of vDSA images {Di|i = 1, . . . , Nλ} obtained according to Sec. 4.4.2 rather
than the acquired projections [Unbe 16c, Unbe 17a].
We now introduce a motion model allowing for shifts in detector domain. A motion
state is parametrized as γ ∈ RNλ×1, where γi,1 corresponds to the shift of image i in

41
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Figure 5.1: Images of distinct cardiac phases cr are distributed over the scan range.
Backprojection following Eq. (5.3) at a specific cardiac phase cr yields the correspond-
ing potential map gr.

detector u2-direction that approximately coincides with the craniocaudal axis of the
patient. The model is integrated into the integrals over the epipolar lines yielding

ρi(lji (κ),γ) =
∫∫
Di(u1, u2 + γi,1) · δ

(
(u1, u2, 1) · lji (κ)

)
du1 du2 , (5.1)

where δ
(
(u1, u2, 1) · lji (κ)

)
is the Dirac delta function that evaluates to unity for de-

tector domain points (u1, u2)> ∈ R2 that lie on the line lji (κ). Integrating Eq. (5.1) in
Eq. (2.22) allows to estimate detector shifts γ such that EC({Di}|γ) is minimized. In
the use case presented here, the metric is usually not smooth and exhibits pronounced
local minima making gradient-based optimization unfavorable. To account for this
issue, we discretize the shifts into multiples of the pixel spacing and sequentially op-
timize the motion for each image individually using grid search until convergence of
global consistency.
For respiratory motion corrected reconstruction, we exploit the convenient property
that rigid motion can be directly integrated into the projection matrices. Let Pi

denote the projection matrix describing the geometry of I i and, consequently, Di.
Then, the motion corrected matrix Pi

E is given by

Pi
E =

1 0 0
0 1 γi,1
0 0 1

 ·Pi . (5.2)

5.2.2 AFM-based Correction
The algorithm devised in Sec. 5.2.1 exploits redundancies in projection domain di-
rectly, but struggles with in-plane motion due to the circular source orbit [Aich 15a,
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Aich 15b, Unbe 16c, Unbe 17a]. To allow for the estimation of more complex mo-
tion models, we devise a second motion estimation algorithm based on the concepts
of auto-focusing (cf. Sec. 2.5.2). The method operates in reconstruction domain
and seeks to optimize a task-based auto-focus measure using α-expansion moves and
graph cuts. To allow for sparse sampling of the projection sequence, we parametrize
the motion model using B-splines rather than a sequence of translation vectors.

5.2.2.1 Auto-focus Measure

As explained in Sec. 2.5.2, motion compensation based on image sharpness has re-
ceived increasing attention. Unfortunately, standard measures as studied by Wicklein
et al. [Wick 12] or Sisniega et al. [Sisn 16a] are not applicable in the context described
here because straight-forward tomographic reconstruction is infeasible. However, as
motivated in Sec. 3.5.2.3, sparsifying image processing in projection domain together
with modified backprojection operators enable the reconstruction of volumetric po-
tential maps, rather than tomographic images [Jand 09, Li 11]. Properties of afore-
mentioned potential maps directly relate to the quality of symbolic coronary artery
reconstructions and can, therefore, be subject to auto-focus measurements.
We use the methods described in Sec. 4.4.1 to extract projection domain centerlines
T i in all views i = 1, . . . , Nλ and compute their distance transforms Λi(u|T i). We
then apply nearest neighbor gating to extract the sets of images C r = {i1, i2, . . . } ⊆
{1, 2, . . . , Nλ} corresponding to all R target heart phases cr = r/R, r = 1, . . . , R. From
the distance transforms, the 3-D potential map gr(x) at reference heart phase cr is
given by

gr(x) = max
i∈Cr

(
Λi
(
h
(
ui
)
|T i

))
, (5.3)

where we used ui = Pix, the projection of x onto image plane i.
Points exhibiting a very low response gr are most likely to belong to the 3-D centerline,
however, they are very sparse as Eq. (5.3) allows low responses only at positions that
consistently project close to the 2-D centerlines. For symbolic reconstruction in the
sense of 3-D minimal path extraction [Jand 09, Li 11] we favor sharp responses with
pronounced local minima and design our auto-focus measure accordingly [Unbe 17d].
It is given by

a(gr) =
HB∑
i=1

θi
HC
i (gr)

HV
i (gr)

−1

, (5.4)

where (HV
i , H

C
i ) constitutes the histogram of HB intensity bins: HV

i represent the
histogram intensity values and HC

i denote the respective voxel counts. Further, θi
is a bin dependent gain that is tuned to emphasize the importance of low-cost bin
counts; details on the choice of θ are given in Sec. 5.2.3. a(gr) tends to zero with
increasing numbers of low cost voxels in gr.

5.2.2.2 Motion Model, Target Function, and Optimization

We extend the motion model used in Sec. 5.2.1 to allow for reconstruction domain
translations. Direct estimation of 3-D shifts for every projection requires a cost
function that accounts for every image. This requirement, however, is not practical
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because subsequent images correspond to different heart phases that require separate
potential maps which drastically increases the computational demand (see Fig. 5.1).
Consequently, we express the 3-D shifts γ ∈ RNλ×3 as a B-spline curve

γi(Φ) =
K∑
k=1
ϕk ·Bk,d

(
i

Nλ

)
, (5.5)

where γi ∈ R3 is the i-th row of γ corresponding to the 3-D translation associated
with frame i. Further, Bk,d are the B-spline basis functions of degree d and Φ =
{ϕk ∈ R3|k = 1, . . . , K} is the set of control points, the position of which will be
optimized [Stay 12, Pour 16]. This approach is advantageous in two ways. First, it
yields inherently smooth displacement sequences for all images. Second, a subset of
the images, which is defined by the target heart phases selected, suffices for obtaining
a global motion trajectory.
Given the motion model we can formulate the target energy function that we seek to
minimize. It reads

AF({Λi}|γ(Φ)) ≡ AF({Λi}|Φ) =
K∑
k=1

D(ϕk|Φ) + µE
∑

(k,l)∈Ω
V (ϕk,ϕl), (5.6)

where D(ϕk|Φ) enforces data fidelity while V (ϕk,ϕl) promotes smoothness in neigh-
borhoods Ω. The data term reads

D(ϕk|Φ) = 1
R

R∑
r=1

a
(
gr ◦ Γ(ϕk|Φ)

)
, (5.7)

where (ϕk|Φ) denotes Φ with all elements held constant except for ϕk, gr ◦ ΓΦ is the
motion compensated 3-D potential map at phase r:

ui = Pi ΓΦ(x, i) = Pi (x + γi(Φ)) ,
(gr ◦ ΓΦ) (x) = max

i∈Cr

(
Λi
(
h
(
ui
)
|T i

))
, (5.8)

and R is the number of considered heart phases. Moreover, V (ϕk,ϕl) = ‖ϕk −ϕl‖2
is the Euclidean distance between neighboring control points.
Gradient- and grid search-based optimization of Eq. (5.6) is, in general, impractical
due to the complex shape and high-dimensional domain of the target function, respec-
tively. However, when exchanging continuous control point locations ϕk with discrete
candidates ϕlkk , Eq. (5.6) takes a form that can be optimized efficiently using the α-
expansion algorithm [Boyk 01]. Rather than directly obtaining optimal control point
positions that minimize the energy, we recover optimal labels l = (l1, . . . , lK)> ∈ NK

that yield shifts γ(Φl), where Φl = {ϕlkk |k = 1, . . . , K} is the set of control points
defined by the current labeling. Put concisely, for all candidate labels α ∈ {1, . . . , F}
we seek to find l̂ such that

Φl̂ = argmin
l′

AF({Λi}|Φl′) (5.9)

where l̂ is within one α-expansion of the current labeling l. As for particular control
points ϕlkk the label lk either changes to α or stays the same, each move is essentially
a partitioning problem that is solved using a graph cut. A comprehensive description
of the algorithm can be found in [Veks 99, Boyk 01].
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5.2.3 Implementation Details
As outlined in Sec. 5.2.2.2, the α-expansion algorithm traverses the discretized space
and accepts updates that reduce the total energy. Consequently, shifts that yield
improvement must lie within the capture range of the optimizer, suggesting that the
considered label space must be sufficiently large. To allow for large motion amplitudes
while preserving details, we apply optimization on multiple scales by simultaneously
increasing the number of control points and heart phases after convergence, such that
(K,R)∈{(2, 3), (5, 3), (7, 10)}. At the lowest scale, the control points are initialized
to yield zero shift. The discrete samples then cover a 4 mm3 × 4 mm3 × 7 mm3 neigh-
borhood around the starting positions. The potential map has 2563 voxels with an
isotropic size of 0.5 mm.
The bin-dependent gain θi is selected to heavily favor high counts in low cost his-
togram bins. It reads

θi =


10 if HV

i < 1 mm,
1 if 1 mm ≤ HV

i < 5 mm,
0 else.

(5.10)

As in Sec. 5.2.1, the estimated displacements can be conveniently integrated into the
projection matrices. After optimization, the motion corrected matrix Pi

A is given by

Pi
A = Pi ·


1 0 0 γi,1
0 1 0 γi,2
0 0 1 γi,3
0 0 0 1

 . (5.11)

5.2.4 Experiments and Evaluation Metrics
We validate the proposed methods on the CardBreath and all three clinical data
sets introduced in Sec. 4.2 and Sec. 4.3, respectively. The data sets are preprocessed
according to Sec. 4.4. To enable quantitative evaluation and, hence, comparisons
between both algorithms, we manually track the 2-D position ξij ∈ R2 of key points
j = 1, . . . , Q, such as vessel bifurcations, over all frames i = 1, . . . , Nλ.
Unfortunately, direct comparison of the estimated shifts with ground truth is unre-
warding, as cardiac motion is non-rigid and, hence, cannot be compensated for by
the proposed strategies. An intuitive illustration of this issue is provided in Fig. 5.2.
To overcome this fundamental limitation, we evaluate the compensation error for
different target heart phases separately. Similar to Sec. 5.2.2.1, we determine the
set of corresponding images C r for every of the R test cardiac phases cr = r/R with
r = 1, . . . , R using nearest neighbor ECG-gating. Then, the error εP(cr) and εR(cr)
in projection and reconstruction domain averaged over all tracked points at a given
heart phase cr reads

εP/R(cr) =
R∑
k=1

wc(r, k)∑
k wc(r, k)

 1
Q

Q∑
j=1

[ζP/R(C r)]j

 , (5.12)
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(a) (b) (c)

Figure 5.2: Illustration of the evaluation strategy described in Sec. 5.2.4. The
manually tracked points ξi are highlighted by green markers, where i ∈ {i1, i2, i3}
denote Fig. 5.2a, Fig. 5.2b, and Fig. 5.2c, respectively. Using the original projection
matrices, the key point ξi1 maps to the red epipolar lines in images i2 and i3. After
compensation, the same key point maps to the blue epipolar lines. Images i1 and
i2 correspond to the same cardiac phase cr. The rightmost image i3, however, cor-
responds to a drastically different phase and shows residual mismatch between the
compensated epipolar line and the tracked key point. This observation highlights the
influence of cardiac motion and motivates the use of gating weights in Eq. (5.13).

where ζP/R is the projection and reconstruction domain error within a particular gate
that is computed as detailed below. To obtain smooth curves, R is set to 100. More-
over, we accumulate the weighted error within a small window around the target
heart phase where the weights are given by Eq. (3.1) using wg = 0.4 and ag = 4.
We evaluate both error metrics using the original geometry, and the corrected ge-
ometries obtained using ECC and AFM. They will be referred to as ε, and εE and
εA, respectively.

5.2.4.1 Projection Domain Error

The projection domain error [ζP(C r)]j of key point ξj in gate C r relies on the epipolar
geometry between pairs of views (cf. Fig. 2.5 and Fig. 3.3). Specifically, it accumu-
lates violations of the epipolar constraint such that

[ζP(C r)]j = 2!(|C r| − 2)!
|C r|!

∑
i1,i2∈Cr
i1<i2

∣∣∣ξi1j > · F i1
i2 · ξ

i2
j

∣∣∣ , (5.13)

where F i1
i2 ∈ R3×3 is the fundamental matrix between views i1 and i2 that is computed

from the projection matrices [Hart 04, Aich 15a]. Evaluating the proposed methods
is implicit, as the motion is encoded in the projection matrices and, consequently, in
the fundamental matrix.

5.2.4.2 Reconstruction Domain Error

It seems natural that 3-D points triangulated from corresponding 2-D observations
using the epipolar geometry [Hart 04] should coincide in reconstruction domain. In
presence of intra-scan motion, this assumption does not hold and the triangulated
3-D points are distributed around the true position. As the true mean of this distri-
bution is unknown, it cannot be used to quantify the corruption. The variance of the
distribution, however, can be computed from the observations and is related to the
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corruption of the sequence.
Let x(i1,i2)

j ∈ R3 denote the 3-D point that arises from triangulation of ξj from views
i1 and i2. Then, the reconstruction domain error is computed as

[ζR(C r)]j = var
({

x(i1,i2)
j |i1, i2 ∈ C r ∧ i1 < i2

})1/2
, (5.14)

where var({x(i1,i2)}) computes the variance among the set of triangulated points.
Similarly to the projection domain error, the motion correction is evaluated implicitly
by using the corrected projection matrices to triangulate the 3-D points.
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Figure 5.3: Motion patters estimated from optimization of ECC (left column) and AFM (right column) for the phantom (top row)
and the clinical data (bottom row), respectively, together with the corresponding cardiac phase information.
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Table 5.1: Projection domain errors computed according to Eq. (5.13). We state
the average and standard deviation over all heart phases, and the minimal value in
brackets. All errors are stated in mm.

εP εP
E εP

A

CardBreath 13.8± 0.1 (13.5) 1.01± 0.11 (0.84) 1.58± 0.29 (1.27)
R1 1.65± 0.53 (1.00) 1.02± 0.13 (0.84) 1.33± 0.40 (0.77)
R2 1.87± 0.20 (1.58) 1.45± 0.17 (1.17) 1.54± 0.31 (1.18)
R3 7.18± 0.33 (6.61) 2.96± 0.35 (2.17) 3.77± 0.93 (2.78)

Table 5.2: Reconstruction domain errors computed according to Eq. (5.14). We
state the average and standard deviation over all heart phases, and the minimal error
in brackets. All errors are stated in mm.

εR εR
E εR

A

CardBreath 2.68± 0.03 (2.63) 2.39± 0.04 (2.33) 1.17± 0.05 (1.06)
R1 1.68± 0.33 (1.21) 1.58± 0.23 (1.19) 1.63± 0.35 (1.19)
R2 2.28± 0.64 (1.38) 1.66± 0.22 (1.35) 1.60± 0.17 (1.35)
R3 3.63± 0.38 (3.20) 3.22± 0.51 (2.61) 2.50± 0.66 (2.02)

5.3 Results
Motion patterns estimated using ECC and AFM according to Sec. 5.2.1 and Sec. 5.2.2
for the phantom study and a representative clinical data set are shown in Fig. 5.3.
For the same representative data sets, we also show the projection and reconstruction
domain error curves computed according to Sec. 5.2.4.1 and Sec. 5.2.4.2. Finally, we
report the results of the quantitative assessment of projection and reconstruction do-
main errors in Tab. 5.1 and Tab. 5.2, respectively. We observed substantial reductions
in mean and minimum values of both target errors for all studied cases.

5.4 Discussion

5.4.0.3 Motion Patterns and Target Errors

From Tab. 5.1 it is apparent that the corruption due to respiratory motion among the
clinical cases is most dramatic for R3. Cases R1 and R2 exhibit residual respiratory
motion only while scan R3 suffers from heavy intra-scan respiratory motion. As the
in silico phantom exhibits substantial corruption due to respiration, we have selected
R3 for qualitative comparisons of the estimated motion patterns and error curves.
It is obvious from Fig. 5.3 that the S-I component of the motion patterns estimated
with ECC and AFM (γi,1 and γi,3, respectively) qualitatively are in very good agree-
ment for both phantom and clinical data. However, while AFM yields smooth curves,
optimization of ECC results in low frequency signals that are superimposed with a
high frequency signal that originates from the S-I motion of the heart during contrac-
tion [Shec 06, Unbe 17a]. This behavior is to be expected, as the current formulation
of EC({Di}|γ) according to Eq. (2.22) and Eq. (5.1) does not incorporate gating
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weights. Although the high frequency component corresponding to cardiac motion
cannot be used for motion correction, it proved useful for the derivation of an image-
based surrogate signal for the cardiac phase [Unbe 16c, Unbe 17a]. This fact can be
appreciated when comparing the position of the local maxima w. r. t. to the maxima
of the sawtooth wave corresponding to the cardiac phase in Fig. 5.3.
Improvements of the projection domain error are (53.0± 14.4) % and (43.3± 33.1) %
for ECC and AFM, respectively, suggesting that optimizing for 3-D rather than 1-D
translational motion proved disadvantageous. When considering circular source tra-
jectories, the reason for this behavior is easily understood. Extending detector u2
shifts to 3-D translations adds degrees of freedom in the plane orthogonal to the
rotation axis that, when projected, imply shifts along the u1 axis. It is known that
epipolar lines are approximately parallel to the u1 direction even for large primary
angle increments [Unbe 16b]. As the projection domain metric is unaffected by shifts
along epipolar lines, potential improvements due to additional flexibility in the x1-x2-
plane are mitigated by imperfect solutions to the more complex optimization problem.
It is worth mentioning that, despite the previous reasoning, both methods yield very
comparable minimal errors (cf. Tab. 5.1).
Considering the reconstruction domain error it becomes apparent that additional flex-
ibility of the motion model as for AFM is, in fact, beneficial: optimizing for ECC and
u2 shifts yields an average decrease of (12.0± 10.5) % while estimating 3-D transla-
tions based on AFM resulted in a substantially larger improvement of (28.7± 21.9) %.
In contrast to the projection domain error, this trend is also reflected in the minimal
error measures.
When considering the motion compensation error at specific heart phases shown in
Fig. 5.4, we observed comparable errors throughout most of the cardiac cycle with
the highest discrepancies around ventricular systole (cr ∼ 0.5 − 0.7). This result is
to be expected, as residual cardiac motion within gates is most prominent during
systole [Shec 06, Schw 13b].
It is worth mentioning that the quantitative errors reported in Tab. 5.1,Tab. 5.2, and
Fig. 5.4 depend on the choice of gating parameters, as they influence the weighting
used in Eq. (5.12). Wider gating windows increase the residual motion contained in
each gate which would, therefore, result in higher errors. Within this thesis, we used
nearest neighbor gating, however, cosine function-based weighting may be of interest.
In that case, ag = 4 and wg = 0.4 may constitute a reasonable compromise between
heart phase sensitivity and residual cardiac motion [Schw 13a, Unbe 15c].
The reduction in error achieved for the clinical cases is substantial, yet average min-
imal errors (cf. Fig. 5.4) remain. This residual error is a composite of three different
sources of error: incorrect estimates γ, a finite gating window width, but also inaccu-
racies in manual key point tracking. Incorrect key point positions impose a fundamen-
tal lower bound on error reduction, unfortunately, direct assessment of this systematic
error is not possible for the real data cases. Previous results obtained on different
phantom data, however, suggest that very accurate motion compensation even below
the pixel or voxel size is possible with the proposed methods [Unbe 17a, Unbe 17d].
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5.4.0.4 Limitations and Challenges

First, the current optimizations described in Sec. 5.2.1 and Sec. 5.2.2 do not inhibit
a systematic shift of all detectors. Such shift is bounded by the maximally occurring
motion and would introduce cone-beam artifacts, the effect of which is negligibly
compared to the drastic motion artifacts. However, at least the ECC-based method
is, in principle, able to optimize for systematic drifts [Debb 13], an extension that
should be considered for future work.
Second, within this work we optimized for S-I shifts and 3-D translational motion only,
motion models that may not be sufficient in the most general case [Shec 06]. Com-
pensation of the dominant motion components as proposed here may allow for initial
reconstructions and, therefore, enable methods based on 3-D/2-D registration that
allow for more complex motion models [Shec 04, Blon 06, Bros 10, Baka 14, Baka 15].
Finally, the phantom experiment was restricted to a recurring breathing cycle, an
assumption that was motivated by free-breathing imaging. In previous work, we
showed that the proposed methods are fit to handle both recurring and incomplete
breathing cycles [Unbe 16c, Unbe 17a, Unbe 17d], yet, a more exhaustive evaluation
on real data remains subject of future work.

5.5 Conclusion
In summary, we proposed two DCM-based algorithms targeted at intra-scan motion
assessment in rotational coronary angiography. The methods do not require prior 3-D
models of the coronary anatomy as they exploit redundancies in X-ray transmission
imaging and favorable properties of reconstructed images, respectively. All figures of
merit suggested good performance for both phantom and clinical cases.
The current evaluation was performed on sparse key points that were manually
tracked over the image sequence. Although the results are very promising, it is
not yet clear how the improvements in target error achieved by both methods trans-
late to 3-D image quality, a shortcoming that we seek to address in the forthcoming
chapters.
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6.1 Introduction

Tomographic reconstruction from rotational angiography is very challenging, as the
algorithms devised for 3-D reconstruction need to account for diverse sources of image
corruption (cf. Sec. 2.4), such as truncation, and respiratory and cardiac motion. In
Chap. 4 and Chap. 5, we presented methods that effectively eliminate truncation and
correct for intra-scan respiratory motion, respectively.
As motivated in Sec. 3.3, the most influential problem that inhibits tomographic
reconstructions of high quality is angular undersampling due to cardiac gating. A
common strategy to overcome this limitation is to incorporate all available views. In
order to do so, state-of-the-art methods rely on deformable 3-D/2-D registration to
correct for intra-scan cardiac motion. Such approaches were shown to be very effec-
tive [Scha 06, Rohk 10b, Schw 13a, Liu 16], yet, come at a very high computational
cost.
In this chapter, we employ novel iterative reconstruction algorithms that exploit im-
age properties in spatial and, more importantly, temporal domain [Taub 17a, Taub 17c].
In addition to employing spatial regularizers used in compressed sensing such as (spa-
tial) total variation (TV) minimization [Sidk 08, Wu 11], these methods reconstruct
images at multiple cardiac phases simultaneously while allowing for communication
among them using temporal regularizers. Therefore, they implicitly address the prob-
lem of insufficient data more effectively [Taub 16, Taub 17a, Taub 17c].
Ultimately, the method devised in this chapter will be used to conduct a task-based
evaluation of the respiratory motion compensation methods proposed previously.

53
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6.2 Methods

6.2.1 Gating
The proposed algorithm simultaneously reconstructs 3-D volumes containing the coro-
nary arteries at different cardiac phases. Each of the R volumes is reconstructed from
very few images that are determined using nearest neighbor gating. As introduced
in Sec. 5.2.2.1, the set of images corresponding to a particular target heart phase
cr = r/R is given by C r = {i1, i2, . . . } ⊆ {1, 2, . . . , Nλ}, where r = 1, . . . , R.

6.2.2 Truncation correction
Severe lateral truncation proved to be a substantial problem for tomographic coronary
artery reconstruction. It is usually addressed by preprocessing the projection images
with top-hat filters that, on the one hand, mitigate the problems due to truncation
but, on the other hand, introduce inconsistency w. r. t. to the image formation theory
(cf. Sec. 3.2). In Sec. 4.4, we developed a sophisticated method for truncation
removal via background subtraction that proved sufficient for the application of CC.
Therefore, rather than reconstructing the heavily truncated projections I i directly,
we operate on the vDSA images Di obtained according to Sec. 3.2.1.

6.2.3 Limited Grid Size Correction
Simultaneous iterative reconstruction of time-resolved 3-D volumes including regu-
larizers is associated with memory requirements of several times the size of the image
to be recovered. Consequently, hardware limitations often prohibit the reconstruc-
tion of ROIs that contain the whole object [Rit 09a]. This is not problematic for
analytic, one-shot reconstruction algorithms such as the FDK, because every voxel is
updated independently. However, it is of importance in iterative methods that rely
on repeated forward projections of intermediate image estimates.
Taubmann et al. proposed a simple, yet effective method to correct for truncation
resulting from limited grid sizes in 4-D iterative reconstruction [Taub 17b]. Assum-
ing that the region outside the ROI corresponds to background that is static, the
correction term can be precomputed and applied independently of the dynamic re-
construction. It comprises of the following steps:

1. On a grid considerably larger than the ROI, reconstruct a static image f static
from the projection data D by, e. g.,, minimizing Eq. (2.19).

2. Separate f static into two images: f ROI corresponding to the ROI that will be
reconstructed dynamically later, and f BG that represents the background.

3. Compute the corrected projections D = D′ −Mf BG, where M ∈ RNλ·Nu×Nx

encodes the geometry and D′ ∈ RNu ·Nλ is a vectorized version of the set of
vDSA images.

Aforementioned correction proved particularly beneficial for sequences corrupted by
severe lateral truncation [Taub 17b]. Due to prior truncation correction using vDSA
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imaging, we do not anticipate substantial image content outside the central ROI.
However, the vDSA sequences may still contain artifacts due to erroneous segmen-
tation or imperfect inpainting. These inconsistencies can be accounted for using the
correction scheme above.

6.2.4 Spatially and Temporally Regularized Reconstruction
We adapt the formulation of iterative reconstruction developed in Sec. 2.3.2 to allow
for simultaneous 4-D reconstruction. Again, we seek to find an optimal solution to
the minimization problem

argmin
f

D(f ) +R(f ) = argmin
f

1
2‖Mf −D‖2

2 +R(f ) , (6.1)

where we use the squared residual to enforce data fidelity while R(f ) encodes reg-
ularizers. In contrast to Eq. (2.17), we are now considering a dynamic, 4-D object
f ∈ RR·Nx that is reconstructed from D ∈ RNu ·Nλ , the vectorized version of the set
of vDSA images after correction according to Sec. 6.2.3. The geometry of the to-
mography problem is encoded in the system matrix M ∈ RNλ·Nu×R·Nx , a discrete
representation of the projection operator, associating the 4-D image f with the pre-
processed data D.
For spatially and temporally regularized reconstruction, the regularization terms con-
sist of a non-negativity constraint ιR+(f ), the sTV norm ‖f ‖sTV, and, most impor-
tantly, the tTV norm ‖f ‖tTV [Taub 17a, Taub 17c]. As before, the sTV norm is
computed as ‖f ‖sTV = ‖Dsf ‖1,2, however, using a slightly modified version of the
element-wise spatial forward difference operator Ds that is given by

Ds : fx1,x2,x3,r 7→

fx1+1,x2,x3,r − fx1,x2,x3,r

fx1,x2+1,x3,r − fx1,x2,x3,r

fx1,x2,x3+1,r − fx1,x2,x3,r

 (6.2)

to account for the 4-D nature of f . Similarly, the tTV norm of image f is given by
‖f ‖tTV = ‖Dtf ‖1, where Dt computes element-wise forward differences in temporal
domain

Dt : fx1,x2,x3,r 7→ fx1,x2,x3,r+1 − fx1,x2,x3,r (6.3)
with periodic boundary condition to account for the periodicity of cardiac motion.
With these definitions, the complete minimization problem reads

argmin
f

1
2‖Mf −D‖2

2 + µs · ‖f ‖sTV + µt · ‖f ‖tTV + ιR+(f ) , (6.4)

where µs, µt ≥ 0 are weights associated with the spatial and temporal regularization
terms, respectively.

6.2.5 Primal-Dual Optimization
Eq. (6.4) consists of a smooth, differentiable part D(f ) and of non-smooth but prox-
imable operators, albeit in linearly transformed domains in case of the L1 components.
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This type of function qualifies for optimization using a proximal splitting algorithm
derived by Condat [Cond 13] that proved effective in the case of TV regularized in-
verse problems [Cond 14, Taub 17a]. Due to its full-splitting approach, it does not
require nested loops to approximate the TV proximal operator, which has no closed
form solution. For the task of minimizing Eq. (6.4), the updates consist of:

1. f prev ← f

2. The primal update step f ←
(
f − τp

(
M>(Mf −D) + Ds

>Gs + Dt
>Gt

))
+

,
where τp is the primal step length, Gs ∈ R3·R·Nx and Gt ∈ RR·Nx are dual
variables corresponding to the spatial and temporal gradients, and (·)+ : f 7→
max(f, 0) is the proximal operator of ιR+(·) and enforces the non-negativity
constraint.

3. A dual update Gs ← proxτd(µs‖·‖1,2)?
(
Gs + τdDs(2 · f − f prev)

)
, with dual step

length τd. Moreover, proxτs(µs‖·‖1,2)? : g 7→ g/max(‖g‖2/µs, 1), is the proximal
operator of the sTV norm and can be understood as the projection of each
component vector g in Gs onto a ball with radius µs.

4. Another dual update Gt ← proxτt(µt‖·‖1)?
(
Gt + τdDt(2 · f − f prev)

)
, using the

proximal operator of the tTV norm proxτd(µt‖·‖1)? : g 7→ g/max(|g|/µt, 1).

The primal and dual step lengths are chosen to satisfy the convergence criterion
τp
(
β
2 + τd‖Ds

>Ds + Dt
>Dt‖

)
< 1, where ‖ · ‖ is the operator norm, and β is the

Lipschitz constant of ∇f (f ) = M>(Mf − D), the backprojection of the residual
error Mf −D [Cond 14]. Primal updates following an ordered subsets scheme have
been found beneficial [Byrn 02], but are not necessary in this case due to favorable
angular distributions arising from gating [Taub 17a].
For a comprehensive derivation of the algorithm including a proof of convergence we
refer the reader to [Cond 13, Cond 14].

6.2.6 Experiments
We reconstruct the coronary arteries using a streak-reduced, ECG-gated FDK al-
gorithm (cf. Eq. (3.2) in Sec. 3.5.1) and the proposed, spatially and temporally
regularized iterative method using the uncompensated projection matrices {Pi}, and
the respiratory motion compensated matrices {Pi

E} and {Pi
A}, respectively. The re-

constructions are performed on a 2563 grid with an isotropic voxel size of 0.5 mm
using 300 iterations. Feasible values for the weights µs and µt are determined in a
grid search.

6.2.6.1 Numerical Phantom Studies

For the Cavarev data set, it has been shown that simple top-hat filtering is suf-
ficient to achieve acceptable results [Rohk 11, Schw 13a, Unbe 16a] suggesting that
the in silico phantom does not sufficiently reflect the key challenges associated with
clinical cases, such as high noise levels and poor vessel contrast. To achieve better
comparability to the clinical cases, where a potentially high artifact level in the vDSA
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(a) Streak-reduced, gated FDK (b) tTV

Figure 6.1: Volume renderings of tomographic reconstructions of the in silico phan-
tom data set containing cardiac motion only Card . Fig. 6.1a was obtained using
streak-reduced, ECG-gated FDK, while Fig. 6.1b was reconstructed using the tTV
regularized iterative method.

images introduces inconsistency, reconstruction is performed on the acquired projec-
tions {I i} directly, rather than relying on the vDSA images {Di}. Both phantom
data sets Card and CardBreath are reconstructed using R = 19 gates simultane-
ously.
Quantitative assessment is performed based on the evaluation framework associated
with the Cavarev data set, that is based on the Dice similarity coefficient [Sore 48],
that measures the overlap between two binarized images and ranges between zero
(no overlap) to unity (perfect match). Although the ground truth provided by
Cavarev is binary, reconstructed images f are not. To overcome this limitation,
f is repeatedly binarized using a sweeping intensity threshold and then compared to
the ground truth morphology gic in all motion states (i. e., projection images) i. As
the final score, Cavarev selects the best value over all thresholds and motion states
[Rohk 10c].
We reconstruct and evaluate data set Card using a state-of-the-art analytic and the
proposed method to establish an upper bound on the achievable image quality. Sub-
sequently, we assess the reconstruction performance in presence of respiratory motion
using CardBreath that is reconstructed using uncompensated, and ECC and AFM
corrected projection matrices. In agreement with the literature, we select a cardiac
phase at end diastole for the quantitative assessment.

6.2.6.2 Clinical Data

In order to assess the applicability of the proposed methods to real-world scans, we
reconstruct the three clinical scans described in Sec. 4.3 with and without the pro-
posed respiratory motion compensation strategies using R = 27 gates. In agreement
with the description in Sec. 6.2.2, we use the vDSA images as input to the recon-
struction algorithms. As no ground truth data is available, we limit our analysis to a
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Figure 6.2: Volume renderings of reconstructions of CardBreath obtained using
the proposed respiratory motion compensation strategies. From left to right, we
show results obtained with the original, and the ECC and AFM corrected geometry.
Results in the top row are reconstructed using streak-reduced, gated FDK while
images in the bottom row are reconstructed using the proposed iterative method.

qualitative assessment by visual inspection of the reconstruction results at a diastolic
heart phase.

6.3 Results

6.3.1 Phantom Data

Reconstructions of data set Card using streak-reduced, gated FDK and tTV reg-
ularized iterative reconstruction are shown in Fig. 6.1a and Fig. 6.1b, respectively.
The coronary arteries appear more complete and exhibit less artifact for the pro-
posed method, which is also reflected in a substantially higher overlap with the
Cavarev ground truth of 81.2 % compared to 76.0 %.
Quantitative and qualitative results of the study assessing reconstruction quality
in combination with respiratory correction on CardBreath are given in Tab. 6.1
and Fig. 6.2. Dice scores are consistently higher for tTV regularized reconstruc-
tion. Respiratory motion compensation using ECC and AFM substantially increased
the overlap with the ground truth, with AFM considerably outperforming the ECC-
based correction. All quantitative results are in very good agreement with the visual
impressions.
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Figure 6.3: Volume renderings of clinical data set R1 using streak-reduced, gated
FDK in the top and sTV and tTV regularized iterative reconstruction in the bottom
row, respectively. From left to right, we show results obtained with the uncompen-
sated matrices, and the ECC and AFM corrected geometry.
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Figure 6.4: Renderings of clinical data set R2 using streak-reduced, gated FDK in
the top and the proposed iterative reconstruction in the bottom row, respectively.
From left to right: reconstructions using the uncompensated matrices, and the ECC
and AFM corrected geometry.
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Figure 6.5: Visualization of clinical data set R3 reconstructed using a state-of-the-
art analytic method in the top and the novel iterative reconstruction algorithm in
the bottom row, respectively. From left to right: reconstructions using the uncom-
pensated matrices, and the ECC and AFM corrected geometry.
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Table 6.1: Cavarev Dice scores achieved with analytic and iterative reconstruction
algorithms using the respiratory motion compensation schemes described in Chap. 5.

Uncompensated ECC AFM
Gated FDK 21.0 % 27.9 % 44.0 %

tTV 25.1 % 30.7 % 46.3 %

6.3.2 Clinical Data
We show volume renderings of volumes reconstructed with and without respiratory
motion compensation using streak-reduced, gated FDK and the proposed method for
R1, R2, and R3 in Fig. 6.3, Fig. 6.3 and Fig. 6.5, respectively. Similar to the results
reported for the phantom study, reconstructions obtained using the tTV regularized
method exhibit less noise and discontinuities within the artery tree. Moreover, the
proposed method was able to retrieve distal parts of the vessels that are invisible for
the FBP-based algorithm.
We observed similar or improved image quality when the proposed respiratory motion
correction strategies where applied. In agreement with the phantom study as well as
the results of Chap. 5, improvements were substantial for the AFM-based correction
for all studied cases, while ECC-based compensation yielded notable improvements
only in presence of strong respiratory motion artifact, such as R3.

6.4 Discussion
Although the proposed methods for respiratory motion compensation substantially
improved reconstruction performance w. r. t. the uncorrected case, the Dice scores
achieved on CardBreath remain considerably below the upper bound given by the
reconstruction of Card . This suggests that both ECC- and AFM-based respiratory
motion correction algorithms cannot yet accurately estimate and, hence, compensate
for all occurring displacements. The most obvious reason is that the considered mo-
tion models may not be flexible enough [Shec 06]. Extending the proposed approaches
using more complex motion models is complicated for ECC due to reasons presented
in Sec. 5.4.0.3, but may be feasible for AFM. However, this would require more ef-
ficient optimization schemes to be practical, as the performance of α-expansions is
drastically dependent on the parameter space to be discretized. Yet, the Dice co-
efficients of 44.0 % and 46.3 % achieved with AFM-corrected FBP-based and tTV
regularized reconstruction, respectively, are the highest scores on data set Card-
Breath in Cavarev at the time of writing. The scoreboard is shown in Tab. 6.2.
AFM-based correction substantially outperformed the ECC-based method in the
task-based evaluation targeted at reconstruction quality presented here. This sug-
gests that the epipolar constraint-based evaluation strategy proposed in Sec. 5.2.4.1,
although able to predict improvement, fails to accurately rank the methods w. r. t. to
anticipated reconstruction performance. Our results indicate that the 3-D metric
proposed in Sec. 5.2.4.2 more accurately reflects the results reported in this chapter.
The respiratory motion compensation algorithms presented in Chap. 5 were not ap-
plied to Card as there is no respiratory motion. Considering that applying AFMs
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Table 6.2: Best Dice coefficients achieved in Cavarev . Methods are listed in
ascending order w. r. t. their scores achieved on CardBreath and, if unavailable,
w. r. t. Card . Results of previous methods are linked to the respective publication.
Results obtained within the scope of this thesis are highlighted in light gray, while
results taken from our own prior work are shaded in dark gray. The best performing
methods on Card and CardBreath , respectively, are highlighted in bold face.

Card CardBreath

Dynamic level set reconstruction [Keil 09a] 69.2 % –

2-D/2-D registration-based motion
compensation [Schw 13a] 77.6 % –

PICCS [Chen 12] 72.6 % –

3-D/2-D registration-based compensation
[Rohk 11] 72.8 % –

sTV [Wu 11] 78.5 % –

tTV + vDSA [Taub 17c] 87.6 % –

ECG-gated FDK [Rohk 17] 59.5 % 15.6 %

Standard FDK [Rohk 17] 43.1 % 20.6 %

Streak-reduced, ECG-gated FDK 76.0 % 21.0 %

tTV 81.2 % 25.1 %

Streak-reduced, ECG-gated FDK + ECC – 27.9 %

tTV + ECC – 30.7 %

2-D/2-D registration-based compensation
with large gates [Schw 13b] 82.3 % 38.6 %

Streak-reduced, ECG-gated FDK + AFM – 44.0 %

tTV + AFM – 46.3 %
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improved image the quality even for very small motion amplitudes as in R1and R2,
it may be worthwhile to investigate this behavior within the Cavarev framework.
Within this study, we reconstructed Card without the use of background suppression
to better reflect the challenges faced in clinical data. It is worth mentioning, that
the proposed sTV and tTV regularized iterative algorithm using vDSA preprocess-
ing has recently achieved a Dice coefficient of 87.6 % on Card , making it the best
performing method in Cavarev up to date [Taub 17c]. The algorithm outperformed
methods based on cardiac motion compensation [Schw 13a, Schw 13b], suggesting that
temporal regularization is a viable alternative for incorporating more data into the
reconstruction problem.
Above comments apply to the results on clinical data. Additionally, we observe that
some distal vascular structures are not fully recovered due to the fact that in several
frames, the vessel tree is not completely recognized by the vDSA pipeline (Sec. 4.4),
leading to inconsistent data. Mild examples of this issue can be seen in Fig. 4.1, where
parts of single, small vessels are still visible in the inpainted background images. Over-
all, the employed regularization scheme appears to be robust when dealing with such
inconsistencies. The benefits of spatially and temporally regularized iterative recon-
struction over streak-reduced, gated FDK become apparent when comparing top and
bottom rows in Fig. 6.2, Fig. 6.3, Fig. 6.3 and Fig. 6.5. Using any motion correction
scheme, FDK suffers from an increased amount of noise and artifacts and partially
fails to resolve structures that are clearly distinguishable when the proposed method
is employed.
Our results on clinical data, despite qualitative, suggest a clear ranking of both res-
piratory motion correction and tomographic reconstruction algorithms that is sup-
ported by the quantitative results on phantom data. Nevertheless, assessing the
reconstruction performance quantitatively on in vivo patient data, potentially using
the norm of the residual error ‖Mf −D‖1, remains subject of future work.
Despite the promising results, the methods developed here rely on periodic cardiac
motion as they employ gating strategies. This assumption, however, is not justified in
many cases due to irregularities in the heart beat pattern [Cies 84, Wang 99, Chun 04]
suggesting that cardiac motion compensation as proposed in [Blon 06, Hans 08b,
Rohk 10b, Schw 13a] may be imperative to obtain diagnostic image quality compara-
ble to computed tomography angiography (CTA) [Blue 08].

6.5 Conclusion
We presented a novel approach to dynamic tomographic reconstruction of the coro-
nary arteries from rotational angiography that minimizes residual motion within each
gate while, at the same time, exploiting all available data by means of spatio-temporal
regularization. Combined with respiratory motion compensation strategies and vDSA
preprocessing, the proposed method outperforms both algebraic and analytic state-
of-the-art techniques on in silico data, leading the scoreboard of Cavarev on both
the Card and CardBreath data set at the time of writing.
Future work will consider the integration of cardiac motion compensation algorithms
into the tTV framework to bring tomographic lumen reconstruction from rotational
angiography yet another step closer to achieving diagnostic image quality.
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7.1 Introduction
Symbolic algorithms enable 3-D reconstruction of the vascular tree from very few
projections [Cime 16a]. This asset, however, comes as the price of requiring reliable
vessel centerlines in projection domain (cf. Sec. 3.5.2), that are not easily obtained
in practice. Centerline extraction is particularly difficult in rotational angiography
due to overlap with high intensity structures, such as catheters, metallic implants,
or bones, and varying vessel contrast. Inconsistent quality of the extracted cen-
terlines, however, poses a severe problem for virtually any symbolic reconstruction
algorithm. Moreover, algorithms based on the epipolar geometry [Blon 06] or multi-
view stereo [Liao 10] require the selection of reference views, making the methods
inherently asymmetric. Consequently, the performance is heavily dependent on the
segmentation quality in and viewing directions of the selected reference frames that,
ideally, should exhibit minimal foreshortening: On the one hand, excess centerlines
propagate through the reconstruction pipeline yielding inconsistent 3D points. On
the other hand, foreshortened vessel segments and incomplete centerlines give rise
to gaps in the reconstructed arterial tree [Unbe 16a]. Considering these challenges,
estimating the coronary artery topology using minimum spanning trees as proposed
in the literature [Liao 10, Cime 16b] is unlikely to recover the desired geodesics.
In this chapter, we propose methods that address aforementioned challenges in three
post-processing steps: Symmetrization of the centerline modeling thus eliminating
reference frame selection, consistency-based removal of outliers, and vascular tree ex-
traction in 3-D that considers the 2-D centerlines to avoid shortcuts.
We show that the devised methods are generic and, hence, applicable to any symbolic
reconstruction algorithm using few views. This is done by extending two coronary
artery reconstruction algorithms, namely the methods introduced by Blondel et al.
[Blon 06] and Liao et al. [Liao 10]. Then, we evaluate the original and extended algo-
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rithms by quantitative assessment of reconstruction quality on the two phantom and
the three clinical data sets.

7.2 Methods

7.2.1 Gating and Projection Domain Centerline Extraction
We apply nearest neighbor gating according to Sec. 6.2.1 w. r. t. a cardiac phase at
end diastole to obtain the set C = {i1, i2, . . . } of Nc quasi-stationary images I i and
the respective projection matrices, where i ∈ C . Following the procedure detailed
in Sec. 4.4.1, projection domain centerlines T i are extracted automatically and the
respective distance transforms Λi(u|T i) are computed.

7.2.2 Asymmetric Reconstruction and Challenges
From the projection domain segmentations, we reconstruct sets of 3-D points using
state-of-the-art methods based on explicit [Blon 06] and implicit [Liao 10] correspon-
dence matching as described earlier in Sec. 3.5.2.1 and Sec. 3.5.2.2, respectively.
Aforementioned algorithms are similar in that they require the selection of a set
of reference frames. In the case of epipolar geometry-based reconstruction a set of
two views r = {i1, i2}, i1,2 ∈ C is selected whereas for graph cut-based reconstruc-
tion selection of a single reference view r is sufficient. Although both methods are
relatively robust against segmentation errors in views other than the reference, the
reconstruction result heavily depends on the quality of the centerlines that are ex-
tracted from the reference views Ir. The reason is that only points in T r will be
reconstructed making the algorithm susceptible to incomplete centerlines and sug-
gesting best performance for views with minimal foreshortening. However, every
single centerline point in the reference views will be reconstructed implying that T r

should not contain excess segmentations. A common way of addressing these issues
is adding user interaction for segmentation refinement and view selection to other-
wise fully automatic algorithms [Liao 10]. Doing so, however, seems impractical in a
clinical application.
To overcome aforementioned limitations, we propose extensions to asymmetric cen-
terline reconstruction that consist of exhaustive merging (Sec. 7.2.3), consistency-
based outlier removal (Sec. 7.2.4), and projection domain-informed topology recovery
(Sec. 7.2.5).

7.2.3 Symmetrization
We seek to omit reference frame selection and to promote completeness of the set
of reconstructed points R . This is achieved by considering all sets of reconstructed
3-D points R r that arise from reconstruction with respect to reference views Ir with
r ∈ C . The point clouds describe the same 3-D scene but do not necessarily contain
the exact same 3-D points. Straight-forward merging of all sets could, therefore, lead
to dissimilar point densities. The strategy proposed here is inspired by the fusion
algorithm described in [Blon 06] with the slight difference that we do not fuse two
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sets at a given time but all sets simultaneously. For each point ûr1 we retrieve points
from the remaining sets that are considered redundant ûr2 = d (ûr1|R r2) satisfying
d(ûr1ûr2) < t3D with r2 ∈ {1, ..., Nr} \ {r1}, where d (û|R ) retrieves the closest point
to û in R , t3D is a constant and Nr is the number of asymmetric reconstructions, i. e.,
Nr = Nc · (Nc−1) and Nr = Nc for the explicit and the implicit method, respectively.
The barycenter of these points is added to the symmetric reconstruction R and the
individual points are removed from their respective sets R rh . The procedure starts
with h = 1 and is repeated until R rh = ∅ ∀ h ∈ {1, . . . , Nr}.

7.2.4 Outlier Removal
Symmetrization of the reconstruction using exhaustive merging effectively closes gaps
in the 3-D arterial tree that arise from incomplete segmentations or foreshortened seg-
ments. However, the set of reconstructed 3-D points R still contains incorrect points
that originate from excess centerlines. Erroneous segmentations usually occur at
structures that resemble contrasted vessels in projection images, such as the corti-
cal bone of ribs or vertebrae. However, erroneous segmentations of such structures
only propagate through the preprocessing pipeline described in Sec. 4.4.1 if they are
considered connected to the arterial tree, e. g., in presence of overlap due to projec-
tive simplification. Fortunately, such scenarios only occur in a limited angular range
in P-A viewing direction. Although points reconstructed from excess centerlines do
minimize the respective reconstruction cost functions, their reprojection error into
views other than the reference reveals high discrepancies as erroneous segmentations
are highly likely to be inconsistent among views. This property can be exploited
effectively to remove outliers from R that are not consistent with a majority of the
observations T i with i ∈ C . A score is assigned to each 3-D point û ∈ R that is
derived from the reprojection error

sû = Pk
({
λi(û) | i ∈ C

}
, k
)
, (7.1)

where λi(û) = Λi(ŭi|T i) is the distance of the reprojected point to the closest center-
line point in view i and Pk({λi(û), i ∈ C} , k) yields the λj such that k · 100 % of all
observations λi are smaller than or equal to λj. Points with scores sû above a certain
threshold t2D are considered outliers and removed from the reconstruction. The mag-
nitude of t2D is matched to the expected residual motion and is set to 0.75 mm and
1.5 mm for phantom and clinical data sets, respectively. Choosing k ≤ (Nc − 1)/Nc

promotes robustness against incomplete centerlines that arise from statistical seg-
mentation errors or contrast wash-out. In our experiments, we set k = (Nc − 1)/Nc

due to the very low amount of views available in rotational angiography.

7.2.5 Vascular Tree Extraction
After symmetrization and outlier removal we are left with a set of 3-D points R that
reflects the underlying anatomy but is not yet connected such that the topology of
the arterial tree remains unclear. Liao et al. use a Euclidean minimum spanning tree
(MST) to recover the topology [Liao 10]. Rather than requiring a minimal Euclidean
length of the arterial tree, we propose an edge cost that reflects prior knowledge about
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Figure 7.1: Edge cost computation in 3-D using reprojection in view i. The points
v̂′I and v̂′VII are the closest points to û in octants I and VII, respectively. The red dots
denote points that are also located in octant I but are not considered. Although close
to the centerline, the reprojection of edge eû,v̂′

VII
into view i does not yield a large

contribution to the overall edge cost as defined in Eq. (7.2), as it is foreshortened and
assigned a weight ηi close to zero.

the centerlines in projection domain.
To this end, we first divide the set of reconstructed points into connected sets
R =

.⋃
Vi such that Vi = {û ∈ R | ‖û − d (û|R \ Vi) ‖2 > tcon}. In practice,

this division is achieved using a Kruskal Euclidean MST [Krus 56]. The maximum
allowed distance between points tcon prevents bridging of large gaps resulting from,
e.g., consistently incomplete segmentations due to low contrast, and was set to 6 mm.
We now seek to recover the topology of each individual subset Vi.
Extracting vascular trees from a 3-D point cloud that exhibit a minimal Euclidean
distance is, in general, not optimal because of shortcuts. Short-cutting may occur
when points of topologically distinct anatomical structures are geometrically close,
e. g., at bifurcations. We propose projection domain-informed shortest path extrac-
tion to address this issue. Rather than relying on Euclidean distances as edge costs,
we devise an edge cost computed in projection domain and only implicitly account
for spatial closeness in 3-D. The cost is derived from the 2-D centerlines that were
used to obtain the set of reconstructed points in the first place. Given two 3-D points
û, v̂ ∈ Vi the isotropic cost of the connecting edge eû,v̂ is given as

ε (eû,v̂) = ‖eû,v̂‖2∑
k ηk(eû,v̂)

∑
j∈C

ηj(eû,v̂) · ψ (eû,v̂, j) , (7.2)
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where

ηj(eû,v̂) = 1−
|e>û,v̂ · r ju0|

‖eû,v̂‖2 · ‖r ju0‖2
(7.3)

is a weighting based on the foreshortening of a particular edge in the target view j
with principal ray r ju0 . The projection domain cost reads

ψ (eû,v̂, j) =
L−1∑
l=0

Λj
(

ŭj + l

L− 1
(
v̆j − ŭj

) ∣∣∣T j

)
, (7.4)

with L being the number of discrete samples along a certain edge. L is determined
using a constant sampling factor, such that L = ‖v̆ − ŭ‖2/s, where s is set to one
fifth of the pixel size.
Spatial closeness in 3-D is addressed implicitly, as for a particular point û we only
establish connections eû,v̂′

o
to the closest point v̂′o in each of the eight octants o of a

translated coordinate system centered in û. The process is illustrated schematically
in Fig. 7.1.
Once the connecting edges and the respective costs are known, we can construct a
graph and extract a MST that is minimal with respect to the cost stated in Eq. (7.2).
Finally, we seek to extract distinct vessel branches from the MST edges using Di-
jkstra’s algorithm. To this end, the start node is determined as the point with the
most connections to neighboring nodes. Subsequently, we extract vessel branches as
the set of edges that connects a particular leaf node to the start node. To avoid
fragmentation of long branches, branch extraction is carried out iteratively. In each
iteration, only the leaf node yielding the longest branch is considered. The procedure
is repeated until all edges of the MST are used, yielding a minimal set of maximal
paths T̂ =

.⋃
B̂ i that still contains unwanted branches.

7.2.6 Pruning

The resulting vessel centerline tree T̂ still contains short and incorrect branches that
should be removed. After pruning of very short paths, we compute significance values
for the remaining branches. For a particular vessel branch B̂ i, the significance χi is
determined by its total length Li and a weighting derived from projection domain
similar to Eq. (7.4). It reads

χi =
(

mean
j

(
εj(B̂ i), ηjB̂i

)
·
(

1 +
√

var
j

(
εj(B̂ i), ηjB̂i

))
· 1
Li

)−1
(7.5)

where εj(B̂) = ∑
e∈B̂ η

j(e) ·ψ(e, j) is the projection domain branch cost in view j and
ηjB̂ = ∑

e∈B̂ η
j(e) are the view dependent weights that reflect the total foreshortening

of branch B̂ in the respective view. Moreover, meanj(εj, ηj) and varj(εj, ηj) compute
the weighted mean and variance of measurements εj with corresponding weights ηj.
The significance value χ is highest for long centerline branches that consistently
project close to the 2-D centerlines. Consequently, it can be used to rank the extracted
centerlines and, once ordered, remove incorrect branches from the final tree.
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Figure 7.2: Schematic illustrating the definitions of false positives, false negatives,
and true positives for a particular distance threshold tO.

7.2.7 Experiments
7.2.7.1 Evaluation Metrics

3-D Overlap We use the 3-D ground truth centerlines G i
c and G i

b at motion state
i provided by Cavarev to evaluate the proposed methods in reconstruction domain.
The metric used for the evaluation of a particular reconstruction PT̂ is a modified
form of the overlap measure introduced in [Scha 09] and, later, used to assess cen-
terline reconstructions in [Cime 16b]. For a particular combination of ground truth
and test centerlines sampled according to Sec. 7.2.7.2, PG and PT̂ , respectively, the
procedure is as follows.
First, both ground truth and reconstructed centerlines G and T̂ are sampled equidis-
tantly using a sampling distance of 0.1 mm yielding sets of 3-D points PG and PT̂ ,
respectively, that are used for the evaluation. To assess overlap we use a sweeping
distance threshold tO ∈ [tmin, tmax] rather than the vessel diameter. Given a dis-
tance tO, every point of the ground truth p ∈ PG is marked as belonging to the set
TPR(tO) of true positives of the reference if there is at least one point û ∈ PT̂ satis-
fying ‖p− û‖2 < tO and to the set FN(tO) of false negatives otherwise. Points of the
reconstruction û are labeled as belonging to the set TPM(tO) of true positives of the
tested method if there is at least one ground truth point p satisfying ‖û − p‖2 < tO
and to the set FP(tO) of false positives otherwise. The overlap for a certain distance
can then be computed as

O(tO) = |TPM(tO)|+ |TPR(tO)|
|TPM(tO)|+ |TPR(tO)|+ |FN(tO)|+ |FP(tO)| . (7.6)

Similar to the Dice score (cf. Sec. 6.2.6), the overlap measure ranges from zero (no
overlap) to one (perfect match). An intuitive illustration is provided in Fig. 7.2. With
increasing distance thresholds the measure increases monotonically. A simple score
that reflects the overall quality of a reconstruction is the area under the overlap curve

Õ = 1
tmax − tmin

∫ tmax

tmin
O(t) dt (7.7)

that, again, ranges from zero to one indicating no to perfect overlap, respectively. In
our experiments we chose (tmin, tmax) =(0 mm,2.5 mm). The computation is repeated
for every ground truth motion state and the maximum value is chosen as the final
score.
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(a) (b)

Figure 7.3: Two exemplary views of the phantom: ground truth centerlines are
highlighted in green while randomly generated outliers (40 % corruption) are depicted
in yellow.

Reprojection Error As the 3-D ground truth is not available for clinical data,
the overlap as defined above cannot be computed. To provide a measure that applies
to both phantom and clinical data, we assess the averaged mean reprojection error
referred to as REmean. This metric is derived from a set of reconstructed 3-D points
PT̂ and the 2-D ground truth centerlines that, in case of the phantom study, are
obtained by forward projection of the 3-D ground truth. The reprojection error is
computed as

REmean = 1
|PŜ |

∑
û∈PT̂

mean
i

(
‖ŭi − pi‖2

)
(7.8)

where pi is the 2-D centerline point closest to ŭi in view i.

7.2.7.2 Procedure

We reconstruct 3-D centerlines using the symbolic algorithms described in Sec. 3.5.2.1
and Sec. 3.5.2.2 with and without the proposed extensions for all data sets introduced
in Chap. 4. Standard and extended algorithms based on the explicit correspondence
matching using the epipolar geometry will be referred to as EG and EGext while the
implicit methods based on graph cuts are denoted by GC and GCext, respectively.

Data Set Card To investigate the performance of the proposed extensions in a
very controlled environment, we corrupt the ground truth of Card in every view
by adding excess structure amounting to 0 %, 10 %, 20 %, 30 %, and 40 % of the
true centerline pixels. Excess structure is generated by simulating paths of particles
subject to Brownian motion similar to [Cime 16b], examples of which are shown in
Fig. 7.3.



72 Symbolic Coronary Artery Reconstruction

As the outlier generation is random, the corruption process is repeated ten times.
For each generated data set, we reconstruct coronary artery centerlines using the two
algorithms introduced earlier with and without the proposed extension and assess the
overlap with the ground truth in 3-D and reprojection errors in 2-D. Finally, we report
the average area under the overlap curve Õ, and the averaged mean reprojection error
REmean.

Data Set CardBreath Similar to Chap. 6, we use the uncompensated, and res-
piratory motion corrected imaging geometries to reconstruct the 3-D anatomy using
both original and extended methods. As for data set Card , we report the area under
the overlap curve Õ and the reprojection error.

Clinical Data We demonstrate the applicability of the proposed extensions to the
reconstruction of clinical data. Considering the findings of Chap. 5 and Chap. 6,
we limit the analysis on clinical data to reconstructions using the AFM-corrected
projection matrices.
As the 3-D ground truth is unknown, we manually segment coronary artery centerlines
in the projection images. Overlap assessment in projection domain does not yield the
desired result because points that are far from the correct 3-D position may project
close to 2-D centerlines and, therefore, bias the assessment. Consequently, we limit
the quantitative analysis to the mean reprojection error using the manually extracted
2-D ground truth as the reference.
We reconstruct 3-D centerlines using the manually obtained 2-D ground truth to
establish an upper bound on the reconstruction quality to be expected that will be
referred to as REmean

GT . In a second experiment, we rely on the automatically extracted
projection domain centerlines and use those for 3-D reconstruction. Finally, we assess
the quality of the automatic result by computing the reprojection error according to
Eq. (7.8).
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(a) Baseline: 0 % corruption

(b) Mild: 20 % corruption

(c) Severe: 40 % corruption

Figure 7.4: Overlap curves describing average reconstruction results obtained us-
ing centerline reconstruction algorithms based on epipolar geometry (EG, explicit)
and graph cuts (GC, implicit). The solid curves represent the mean overlap with
the transparent margin representing the standard deviation. Fig. 7.4a establishes a
baseline for the reconstruction performance to be expected. Fig. 7.4b and Fig. 7.4c
show reconstruction performance for different levels of additive outliers.
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Table 7.1: Quantitative results of the phantom study on data set Card : Average area under the overlap curve for different
corruption levels stated in %.

Õ0% Õ10% Õ20% Õ30% Õ40%

EG 84.3± 0.0 80.3± 1.5 76.4± 1.8 72.5± 3.3 67.7± 2.9
EGext 89.4± 0.0 89.1± 0.5 88.8± 0.5 89.1± 0.5 88.3± 0.7
GC 65.4± 6.3 62.7± 6.4 60.4± 6.2 58.7± 5.1 55.9± 5.1
GCext 84.1± 0.4 83.1± 0.9 82.9± 1.1 82.5± 2.4 81.5± 2.2

Table 7.2: Mean reprojection error for different corruption levels of the phantom study Card stated in mm.

REmean
0 % REmean

10 % REmean
20 % REmean

30 % REmean
40 %

EG 4.86± 14.13 4.69± 12.19 6.97± 15.86 8.82± 17.5 8.78± 18.01
EGext 0.160± 0.081 0.169± 0.117 0.181± 0.173 0.170± 0.125 0.198± 0.223
GC 0.506± 0.880 1.27± 3.83 1.83± 4.66 2.55± 5.71 2.96± 6.34
GCext 0.193± 0.128 0.201± 0.0137 0.202± 0.136 0.204± 0.142 0.215± 0.167
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7.3 Results
Data Set Card Quantitative results of overlap assessment in the phantom study
are reported in Tab. 7.1 and visualized in Fig. 7.4. Mean reprojection errors are
summarized in Tab. 7.2.
The results suggest that EG-based centerline reconstruction yields superior over-
all reconstruction quality both for its original and extended version. For the ex-
tended algorithms, we observe improved reconstruction quality at all corruption lev-
els. The average improvement of the overlap measure for EG-based reconstruction is
(17.3± 9.6) %, whereas for the GC-based method improvement is even more substan-
tial ((36.9± 6.7) %). As expected, reconstruction quality achieved with the original
methods decreases with increasing levels of corruption. In contrast, the extended ver-
sions prove largely unaffected by the addition of outliers yielding reprojection errors
below the pixel size for all corruption levels.
These observations are in agreement with the qualitative results presented in Fig. 7.5,
where we show reprojections of the reconstruction results onto two representative 2-D
image planes. For the original methods, reprojection shows both erroneously recon-
structed points that project far from the ground truth centerlines as well as missing
segments. This behavior is already observed for reconstruction of the baseline data
set that does not include any outliers, and is drastically more pronounced when erro-
neous centerlines are introduced. When a Euclidean MST is used, we observe short
cuts in the 3-D centerline that occur primarily near bifurcations and at adjacent ves-
sels that are very close (indicated by red arrows in Fig. 7.5). In contrast, results of
the extended versions no longer exhibit outliers that project far from 2-D centerlines.
Moreover, projection domain informed MST extraction as explained in Sec. 7.2.5
more accurately restores correct vessel topology in complicated point distributions
occurring at,e. g., bifurcations (indicated by green arrows in Fig. 7.5).
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Figure 7.5: Reprojections of reconstruction results obtained with the four considered
methods at the minimum and maximum corruption level. Erroneous, reprojected,
and ground truth centerlines are overlayed in yellow, red, and green, respectively.
Red arrows point to locations that exhibit outliers or short-cutting when Euclidean
MSTs are used. Green arrows indicate positions where aforementioned problems are
alleviated by using the proposed methods.



7.4 Discussion 77

Data Set CardBreath Results of the 3-D overlap assessment and the reprojec-
tion error of reconstructions of CardBreath using respiratory motion compensated
projection matrices are summarized in Tab. 7.3 and Tab. 7.4, respectively. Both
measures indicate that respiratory motion compensation based on ECC and AFM
yields superior reconstruction quality. We confirm the results of Chap. 6, where we
observed best performance for AFM-based compensation.
Albeit considerable improvements for the corrected w. r. t. the uncompensated case
are observed, the 3-D overlap for AFM-compensated CardBreath is considerably
lover than for Card .

Clinical Data Quantitative results of the reprojection error assessment on the clin-
ical data is presented in Tab. 7.5. The reprojection error substantially decreased in
every case when the proposed extensions were applied yielding an average improve-
ment of (2.69± 2.39) mm and (1.93± 2.23) mm for EG- and GC-based methods, re-
spectively. For reconstructions from the manually extracted centerlines all results are
in agreement with the observations made in the phantom study, as they show supe-
rior accuracy for EG-based reconstruction. However, when automatically extracted
centerlines are used, the GC-based method exhibits very similar up to superior per-
formance, an observation that is discussed in greater detail below.
We found a considerable increase in reprojection error when automatically rather than
manually extracted centerlines were input to the algorithms. From the reprojections
shown in Fig. 7.6 it becomes apparent that the decrease in REmean is not associated
with a substantial decrease in completeness. Yet, some smaller branches could not
be recovered. As for the phantom data set we observe a large number of erroneously
reconstructed segments for the original methods, that are largely suppressed when
the proposed extensions are employed.

7.4 Discussion

7.4.1 Phantom Study
While the original EG-based algorithm already includes symmetrization, GC-based
reconstruction in its original form is inherently asymmetric. Consequently, improve-
ments in reconstruction performance were more substantial for the GC-based methods

Table 7.3: Quantitative results of the phantom study on data set CardBreath :
Average area under the overlap curve for reconstructions using the uncompensated,
and ECC- and AFM-corrected projection matrices, respectively. All measures are
stated in %.

Õuncomp. ÕECC ÕAFM

EG 16.3 36.7 34.1
EGext 9.1 25.7 37.8
GC 12.1± 1.1 15.2± 5.6 46.8± 4.8
GCext 8.1 19.3 51.2
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Table 7.4: Mean reprojection error for reconstructions obtained using different res-
piratory motion compensation strategies on data set CardBreath stated in mm.

REmean
uncomp. REmean

ECC REmean
AFM

EG 3.01± 4.46 3.41± 10.8 2.45± 5.67
EGext 1.43± 0.81 0.686± 0.503 0.590± 0.410
GC 2.97± 0.99 0.785± 0.104 0.581± 0.134
GCext 1.19± 0.70 0.642± 0.288 0.479± 0.247
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Figure 7.6: Representative reprojections of reconstruction results obtained with the
four considered methods on clinical data. Automatically and manually extracted, and
reprojected centerlines are overlayed in yellow, green, and red, respectively.
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Table 7.5: Mean reprojection error for reconstructions of the three clinical cases
obtained using AFM-corrected projection matrices from both the manually and the
automatically extracted centerlines. As before, the reprojection errors are stated in
mm.

Autom. REmean
R1 REmean

R2 REmean
R3

EG 3.49± 5.33 3.87± 8.09 10.7± 15.9
EGext 0.956± 0.549 1.45± 1.24 3.45± 9.51
GC 5.03± 3.81 2.75± 0.76 6.82± 3.56
GCext 1.02± 0.85 1.26± 1.11 1.47± 1.19

GT REmean
R1 REmean

R2 REmean
R3

EG 1.21± 1.88 1.70± 3.77 3.34± 7.97
EGext 0.695± 0.332 0.701± 0.645 0.901± 0.627
GC 1.03± 0.11 1.10± 0.07 0.979± 0.141
GCext 0.855± 1.110 0.738± 0.685 0.810± 0.536

when overlap was assessed, as symmetrization yields a drastically more complete re-
construction. This behavior is very well observed in Fig. 7.5 where, even without
corruption, the original GC-based method exhibits substantial gaps in the retrieved
vascular tree.
In contrast, from Tab. 7.2 it is apparent that the improvement in reprojection error
was notably more pronounced for the EG-based methods suggesting that the recon-
structions obtained using the original algorithm contain a large amount of incorrectly
reconstructed points that project far from the 2-D centerlines, which can be seen in
the top row of Fig. 7.5.
From Tab. 7.1 and Fig. 7.4 it becomes apparent that the GC-based methods show a
higher standard deviation in the respective reconstruction overlap curves and, con-
sequently, in the area under the curves. Moreover, GC-based reconstruction has a
non-zero standard deviation already for the base line data set that does not contain
any variation. This behavior originates from the random initialization and the ap-
proximative nature of the α-expansion optimization. The algorithm yields slightly
different solutions for each execution as it converges to a minimum that is within a
certain range of the global optimum [Liao 10, Boyk 01].
The area under the reconstruction overlap curve for GCext is smaller than for EGext,
suggesting that GCext exhibits worse reconstruction performance, that may be at-
tributed to less complete or less accurate reconstruction. The qualitative results
presented in Fig. 7.5 together with the reprojection errors stated in Tab. 7.2 sug-
gest that the discrepancy arises from a less accurate reconstruction that can, at least
partly, be explained by the approximative character of GC-based reconstruction. For
each reference view, the algorithm yields a set of reconstructed points that exhibits
very good reconstruction quality in parts of the tree and rather poor quality in others.
Consequently, the symmetric set is slightly biased towards these poor quality points
due to averaging during merging as described in Sec. 7.2.3.
However, the results on data set CardBreath presented in Tab. 7.3 and Tab. 7.4
suggest that implicit correspondence optimization as in the GC-based methods may
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be preferable in presence of residual respiratory motion, i. e., inaccurate geometric
calibration. The reason seems natural: EG-based reconstruction retrieves 3-D points
from correspondences that are determined using the projection matrices of two ref-
erence frames simultaneously [Hart 04]. Consequently, the position of the resulting
3-D point is more drastically affected by residual errors in calibration.

7.4.2 Clinical Data
In the EG-based methods shown in Fig. 7.6 the reprojection of the reconstructions
obtained using the original method EG seems to explain more of the projection do-
main ground truth than the reprojection of EGext. One may be tempted to assume
that this observation implies superior reconstruction quality. 3-D points arise from
the matching of two 2-D points as outlined in Sec. 3.5.2.1 and, therefore, must re-
project onto the centerline in at least two views for the original method. If, however,
the matching is incorrect, they do not agree with the remaining views and will be
removed from the set of reconstructed points by the proposed extensions, a reasoning
that is supported by the reduction in reprojection error reported in Tab. 7.5. The
same line of argumentation applies to GC, however, with the difference that the orig-
inal GC-based method is not yet symmetric, making it obvious which view not to
consider for analysis of completeness.
Tab. 7.5 shows a generally inferior performance for clinical scan R3. This behavior
may be attributed to residual errors in respiratory motion compensation. Both the
reprojection error and its standard deviation are particularly high for the result of
EGext based on the automatically extracted centerlines. Visual inspection confirmed
that this behavior results from reconstruction of parts of the catheter that are not
part of the manual segmentation and, consequently, negatively influence the reprojec-
tion error. It is worth mentioning, that the extended methods perform comparably
well when manually extracted centerlines are used.
We have found that extended versions of EG-based reconstruction perform better
than GC-based methods if correct calibration and reliable 2-D centerline information
are available. However, the superior performance comes at a cost. In our experiments
on clinical data, EG-based reconstruction took (12.0± 10.2) min while GC-based re-
construction took (1.82± 0.21) min1. Although more efficient implementations are
conceivable, the execution time of EG-based reconstruction is far from interventional
applicability.

7.4.3 Limitations and Challenges
All considered algorithms performed substantially better on phantom data compared
to clinical data suggesting that the phantom study does not accurately account for
all potential sources of error. Yet, it provides useful information on the baseline per-
formance of each method, the trend of which was clearly reproduced on clinical data.
The quantitative evaluation on clinical data currently uses the same views for both
reconstruction and evaluation. Validation strategies that evaluate the reprojection

1All algorithms are implemented in Java [Maie 13] and executed on a computer equipped with
an Intel® Core™ i7-4910MQ processor at 2.90 GHz.



7.5 Conclusion 81

error in a leave-one-out setting are conceivable [Liao 10, Unbe 16a], but aggravate
problems due to angular undersampling that negatively affecting the reconstruction
performance. In situations were sufficient data is available, however, leave-one-out
strategies should be preferred.
The proposed extensions use the asymmetric reconstruction results provided by slightly
modified versions of previously published, state-of-the-art centerline reconstruction
algorithms [Blon 06, Liao 10]. As the proposed methods are not constructive but
rather restrictive, there is a fundamental limit on the achievable quality improve-
ment that is determined by the data basis provided by a candidate reconstruction
method. However, all extensions are generic such that they can easily be applied to
any input centerline reconstruction algorithm.

7.5 Conclusion
In summary, this chapter discussed generic extensions for asymmetric coronary artery
centerline reconstruction that address symmetrization, outlier removal, and projec-
tion domain-informed topology recovery. Two state-of-the-art reconstruction algo-
rithms based on explicit, epipolar geometry-based correspondence matching and en-
ergy minimization, respectively, in their original and extended form were applied to
numerical phantom and clinical data. Quantitative and qualitative evaluation demon-
strated improved performance for the extended methods in all cases studied.
Although our results show that the proposed extensions can alleviate some of the
problems arising from erroneous 2-D centerline segmentations, we still observed sub-
stantial performance differences when corrupted rather than clean centerlines were
used for reconstruction. Consequently, future work should revisit 2-D centerline ex-
traction that, unfortunately, is a very hard problem in rotational angiography due to
varying contrast and overlap. Considering recent work by Çimen et al. [Cime 16b],
it may be worthwhile to study how the presence of inevitable sources of error, such
as incorrect calibration or outliers, can be modeled explicitly in reconstruction algo-
rithms.
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Outlook
Despite promising results, we have identified areas where the proposed methods

could benefit from future work.
Auto-focus Measures (AFMs) are an interesting concept for motion estimation from
rotational acquisitions. As the focus of this thesis was registration-free respiratory
motion estimation, we used a discrete optimization scheme to accommodate arbi-
trarily large displacements. Although elegant, the deployed scheme exhibits a high
runtime making the clinical usefulness questionable. However, if smaller displace-
ments are to be expected other optimization schemes, such stochastic gradient de-
scent [Zink 10], have proved highly efficient [Rohk 11], and should be considered for
future investigations.
Exploiting Epipolar consistency conditionss (ECCs) for intra-scan motion compensa-
tion is of profound interest, as it solely relies on geometric calibration and projection
domain images. Unfortunately, circular trajectories that currently constitute the clin-
ical state-of-the-art are suboptimal for ECC-based optimization. Consequently, we
would like to study ECC in combination with experimental trajectories, such as sad-
dle trajectories [Pack 04] or dual axis rotational angiography (DARCA) [Klei 11].
Although simultaneous, temporal total variation (tTV)-regularized 4-D reconstruc-
tion constitutes an interesting alternative to cardiac motion compensation, a large
scale evaluation on clinical data including quantitative validation remains subject of
future work.
As mentioned multiple times throughout the thesis, reliable 2-D lumen segmenta-
tion and centerline extraction is a largely unsolved problem. Although very effective
methods exist for static-gantry angiography [Dehk 11, Kerk 16], they are not easily
applicable to rotational angiography as the lumen contrast and visibility is substan-
tially different in every single view. Consequently, requiring sophisticated projection
domain segmentation algorithms is a major drawback for virtually any motion com-
pensation and reconstruction algorithm, including the methods proposed here. We
believe that a simple yet effective method for projection domain background subtrac-
tion and segmentation, potentially based on deep learning, would have immediate and
substantial impact on the clinical applicability of rotational coronary angiography.
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Summary

Within this thesis, we propose several contributions to respiratory motion com-
pensation and 3-D reconstruction in rotational coronary angiography using interven-
tional C-arm cone-beam scanners.

Chap. 1 After a brief introduction to interventional C-arm cone-beam computed
tomography (CBCT) imaging of the coronary arteries, we provide a detailed summary
of contributions to the state-of-the-art in both coronary angiography and generic
CBCT imaging, together with references to the respective publications. We conclude
the first chapter with a written and illustrated overview of the organization of the
thesis.

Chap. 2 We provide information on the cardiac anatomy and physiology to mo-
tivate the importance of coronary artery health. Subsequently, atherosclerosis is
introduced as a primary reason for coronary heart disease (CHD) leading to partial
or total occlusion of the coronary artery lumen. In current clinical practice, stenoses
are resolved via percutaneous coronary interventions (PCI), a minimally invasive,
catheter-based technique that is performed under fluoroscopic guidance using C-arm
angiography systems. Such scanners, in principal, also allow for the acquisition of
projection sequences on a circular source trajectory (commonly referred to as rota-
tional angiography) that enables 3-D reconstruction.
Following a brief description of the X-ray image formation process, we elaborate
on the CBCT imaging geometry and our formulation based on projection matrices.
Assuming ideal (i. e., uncorrupted) acquisitions, straight-forward tomographic 3-D
reconstruction using analytic and algebraic algorithms is possible, the most famous
representatives of which are discussed in greater detail. Unfortunately, these algo-
rithms cannot be applied to rotational coronary angiography due to severe image
corruption by truncation, as well as intra-scan cardiac and respiratory motion, that
introduce inconsistency and corruption.
The chapter is concluded with a discussion of data corruption metrics (DCMs), i. e.,
image-based measures that allow for the quantification of image sequence corruption.
We discuss two representatives of DCMs: Epipolar consistency conditions (ECC) that
follow immediately from the image formation and geometry, and auto-focus measures
(AFMs) that exploit prior knowledge on favorable properties of reconstructed images.
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Chap. 3 Much work has addressed aforementioned challenges to enable 3-D recon-
struction from rotational angiography. As the approaches are manifold, we focus on
the most important methods related to the proposed algorithms. We organize this
section by source of corruption and list the most influential related work w. r. t. to
truncation (i. e., background subtraction vs. background suppression), cardiac mo-
tion (namely gating based on the ECG or other surrogates), and respiratory motion
(particularly 3-D/2-D registration of uncompensated reconstructions with the pro-
jection data).
Considering an excellent and very recent review on the topic [Cime 16a], we briefly
summarize the state-of-the-art in tomographic and symbolic reconstruction. We then
provide details on streak-reduced, ECG-gated filtered backprojection (FBP), 3-D
minimal path-computations, and on epipolar geometry- and graph cut-based center-
line reconstruction, that will be used in Chap. 5, Chap. 6, and Chap. 7, respectively.

Chap. 4 The algorithms devised within this thesis are evaluated on the same data
basis that is introduced in this chapter. The data sets comprise of two in silico phan-
tom sequences and three clinical scans.
The simulated data consists of two rotational angiograms exhibiting cardiac, and car-
diac and respiratory motion, respectively, and were introduced as part of a publicly
available bench mark for tomographic vasculature reconstruction, Cavarev . The
anatomy and physiology of Cavarev is based on the well-known dynamic XCAT
[Sega 01, Sega 08, Rohk 10c]. We extend the framework with both 3-D and 2-D cen-
terlines [Unbe 17e], to enable quantitative evaluation of symbolic reconstruction al-
gorithms.
Moreover, we apply our methods to three clinical rotational angiograms that were
acquired on Artis one systems (Siemens Healthcare GmbH, Forchheim, Germany) at
the Department of Cardiology, Friedrich-Alexander-Universität Erlangen-Nürnberg.
The motion compensation and reconstruction methods proposed later in this thesis
do not operate on projection images directly but require sparse input such as back-
ground subtracted angiograms (virtual digital subtraction angiography (vDSA) im-
ages) [Unbe 16c, Unbe 17a] or vessel centerlines [Unbe 17d, Unbe 17e]. Consequently,
we devise a pipeline that automatically extracts vessel centerlines and background
subtracted images from the acquired projections. The method relies on vessel enhanc-
ing filters [Koll 95, Fran 98] and minimal path computations to extract coronary artery
centerlines and binary masks of the lumen in projection domain. A non-contrast back-
ground image is then estimated via spectral deconvolution of the segmentation mask
and the acquired projection image [Aach 01, Unbe 16c].
As no appropriate ground truth is available, the proposed methods are evaluated
qualitatively. The performance of the fully automatic pipeline is promising on both
phantom and clinical data, yet, erroneous segmentations occur in posterior-anterior
(P-A) views that exhibit substantial overlap of the vascular tree with the spine.

Chap. 5 Respiratory motion compensation in rotational angiography is challenging,
as respiration is quasi non-recurrent within a 5 s acquisition. Most existing methods
rely on 3-D/2-D registration of a prior model, that cannot be obtained in presence
of low frequency motion with large amplitudes. To overcome this substantial limi-
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tation, we propose two respiratory motion compensation algorithms that are purely
image-based and exploit data corruption metrics (DCMs).
First, we show that vDSA imaging as described in Chap. 4 voids truncation and, thus,
enables the application of Epipolar consistency conditions (ECC) [Aich 15a], that are
then optimized for the superior-inferior (S-I) motion of the heart during respiration
[Unbe 16c, Unbe 17a]. Second, we use sparsifying backprojection operators [Li 11] and
projection domain centerlines to compute 3-D distance maps, the quality of which
depends on intra-scan motion [Unbe 17d]. We quantify favorable properties of the
cost maps using a task-based auto-focus measure (AFM), that favors pronounced
local minima. The AFM is then optimized w. r. t. 3-D translational motion using
discrete optimization, i. e., α-expansion moves on graph cuts, that is fit to handle
large motion amplitudes.
Both methods are then evaluated quantitatively using projection and reconstruction
domain error metrics derived from the epipolar geometry. Compared to the uncom-
pensated case, both methods yield substantial improvements of all figures of merit.
While the ECC-based method performed best w. r. t. the epipolar constraint, AFM
proved superior w. r. t. a reconstruction domain metric, suggesting the need for a
task-driven evaluation that is performed in Chap. 6.

Chap. 6 Having addressed truncation and respiratory motion in previous chapters,
Chap. 6 discusses a novel 4-D tomographic vasculature reconstruction algorithm that
effectively handles the severe angular undersampling due to cardiac motion gating
[Taub 17c, Taub 17a, Unbe 17c].
Rather than relying on motion compensation, the algorithm reconstructs 3-D volumes
of multiple heart phases simultaneously and allows for communication among indi-
vidual volumes using temporal regularizers, thus, implicitly using all acquired data.
Reconstruction is formulated as a minimization problem comprising of a data fidelity
term, and spatial and temporal regularizers based on the respective TV norm; a com-
bination that can be optimized efficiently using a recent proximal splitting method
[Cond 13] that is proven to converge.
We compare the proposed, iterative algorithm to a state-of-the-art analytic method
and reconstruct 3-D volumes for all five data sets introduced in Chap. 4. Reconstruc-
tions are performed using both the uncompensated and respiratory motion corrected
geometries, enabling a task-driven evaluation of the respiratory motion compensation
schemes proposed in Chap. 5. For the Cavarev data sets, reconstruction perfor-
mance is assessed quantitatively using the Dice similarity coefficient. Due to the lack
of proper ground truth, validation of the proposed methods on clinical acquisitions
restricted to a qualitative analysis of the reconstructed volumes. The novel method
paired with AFM-based correction substantially outperformed all competing combi-
nations on both in silico and in vivo data, and is currently leading the Cavarev score
board for both phantom data sets.

Chap. 7 Finally, we consider symbolic reconstruction algorithms that enable 3-D
coronary artery centerline retrieval from very few projections only. The flexibility of
these algorithms with respect to both the amount and the acquisition geometry of
consistent views is enabled by requiring on very sparse projection domain informa-
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tion, i. e., coronary artery centerlines. Unfortunately, despite numerous algorithms
proposed for 2-D vasculature segmentation [Dehk 11], reliable extraction of projec-
tion domain centerlines in rotational angiography is not yet feasible in practice due
to poor contrast of the vessels or overlap with strongly attenuating structures, such
as the vertebrae. In the recent literature, this shortcoming is oftentimes concealed
or avoided by requiring manual refinement and preprocessing steps to otherwise fully
automatic algorithms [Cime 16a, Unbe 17e]. To alleviate the dependency on 2-D cen-
terline quality, we propose generic extensions to asymmetric symbolic reconstruction
algorithms.
We build upon two state-of-the-art centerline reconstruction methods based on ex-
plicit and implicit correspondence matching between 2-D centerlines [Blon 06, Liao 10]
to reconstruct the 3-D vasculature from few views of a rotational angiography acqui-
sition, that is still asymmetric due to reference frame selection. The output of afore-
mentioned reconstruction algorithms is then used as input to our extensions that
address symmetrization, consistency-based outlier removal, and projection domain-
informed topology recovery.
For the phantom data where 3-D and 2-D ground truth is available, the evaluation
comprises of both 3-D point cloud overlap and 2-D reprojection errors. As 3-D ground
truth is unavailable for clinical acquisitions, we limit the analysis to 2-D reprojec-
tion errors w. r. t. manually extracted projection domain centerlines. In comparing
the reconstruction performance of the extended to the original methods, we demon-
strate that the proposed extensions promote robustness with respect to projection
domain mis-segmentations and erroneous correspondences, translating to superior
reconstruction quality.

Chap. 8 We summarize research questions that should be addressed in future work.
Discrete optimization of AFMs is beneficial for large displacements but proves chal-
lenging when more complex motion models are of interest. We plan on investigating
continuous optimization methods, e. g., stochastic gradient descent, in cases where
smaller motion amplitudes are anticipated. Moreover, we seek to study the appli-
cation of ECC in experimental imaging geometries such as DARCA. Given the im-
portance of projection domain vessel segmentation and background estimation, we
anticipate a substantial interest in novel methods that are simple, yet effectively
address the challenges associated with vessel segmentation in rotational angiography.
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