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Attention

[google trends: "hearing aids" vs. "deep learning"]
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Linear Regression

!3

What is deep learning anyway?

U(X) = b+ x1 · w1 + x2 · w2 + . . .+ xN · wN

Nonlinearity
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What is deep learning anyway?
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What is deep learning anyway?

Input Signal [Buffer] Output Signal

• Not very smart, but very effective. 

• Contents of the black box may seem unclear. 

• Problem for medical devices.

F(x)
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• We can exchange a single operator in the chain by a neural network. 

• Restrictions to the structure of output and network help constrain the 
problem to be solved.

Learning known Operators [MS17]

AFBmic AGC SFBdir 
mic rec

[MS17]: Maier et al., 2017: arxiv:1712.00374

noise  
red
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• Limited processing power

• Robustness required in any environment

• Group delay > 10 ms objectionable to hearing aid wearers [AT00]

Hearing Aid Side-Conditions

[AT00]: J. Agnew and J. M. Thornton, JAAA (2000) 11:330-360
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Narayanan  
and Wang  

2013
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State of the (deep) art
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2013

Xu et al. 
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Kumar et al. 
2016 Lu et al. 

2013
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Wang 
2016

Zhao et al. 
2018

Jiang et al. 
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• State-of-the-art hearing aid 
filter bank 

• 48 channels, uniform 

• group delay: ~ 6 ms

Hearing Aid Filterbank
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[BS08]: R. Bäuml and W. Sörgel, EUSIPCO 2008
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• Input: Log-levels, normalization on window scope 

• DNN with 3 hidden layers, 2048 nodes each.

Architecture
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Temporal context
• Temporal context should be 200-300ms, due to structure of speech 

(~ 4 Hz syllable rate).  [HS77] 
• Symmetrical context leads to high latency 
• Proposal: Asymmetrical context with rich past knowledge 

time

input

output

now
[HS77]: Houtgast and Steeneken, JASA  1985:77(3)
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• 49 real-world noise recordings 
• recorded with hearing aid microphones 
• Mixed to achieve multi-noise conditions (Kumar et al.) 

• 260 clean speech signals (EUROM, german sentences) 
• Train/test split on source signal level.

!12

Our training database
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Results - Conditions

Original Input Signal

Recursive Minimum 
Tracking [HS05]

[HS05]: E. Hänsler, G. Schmidt, Wiley&Sons, 2005

Ideal Wiener Filter

DNN @ 3 Layers w/ 2048 nodes
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Stationary noise
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Stationary noise
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Stationary noise
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Stationary noise
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Nonstationary noise
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Nonstationary noise
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Nonstationary noise
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Nonstationary noise
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Subjective Results

• DNN as superior to 
recursive minimum tracking 
baseline 

• Benefits especially for non-
stationary signals. 

• Still imperfect quality for 
low SNRs (phase distortion)

(MUSHRA, N=20)

non-stationary
stationary

minimum 
tracking

ideal   
gains

DNNanchor
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• DNNs are not dependent on floating point 
units.

• Even binary operations might be sufficient. 
(XNOR-Net [RO16])

• Potential for revival of analog computing 
[LY15]

Deep Learning is too complex for hearing aids?

[RO16] M. Rastegari et al., 2016, arxiv: 1603.05279 

10 Rastegari et al.
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Fig. 4: This figure shows the efficiency of binary convolutions in terms of memory(a) and
computation(b-c). (a) is contrasting the required memory for binary and double precision weights
in three different architectures(AlexNet, ResNet-18 and VGG-19). (b,c) Show speedup gained by
binary convolution under (b)-different number of channels and (c)-different filter size

sure accuracy, we perform image classification on the large-scale ImageNet dataset.
This paper is the first work that evaluates binary neural networks on the ImageNet
dataset. Our binarization technique is general, we can use any CNN architecture. We
evaluate AlexNet [1] and two deeper architectures in our experiments. We compare our
method with two recent works on binarizing neural networks; BinaryConnect [38] and
BinaryNet [11]. The classification accuracy of our binary-weight-network version of
AlexNet is as accurate as the full precision version of AlexNet. This classification ac-
curacy outperforms competitors on binary neural networks by a large margin. We also
present an ablation study, where we evaluate the key elements of our proposed method;
computing scaling factors and our block structure for binary CNN. We shows that our
method of computing the scaling factors is important to reach high accuracy.

4.1 Efficiency Analysis

In an standard convolution, the total number of operations is cNWNI, where c is the
number of channels, NW = wh and NI = winhin. Note that some modern CPUs can
fuse the multiplication and addition as a single cycle operation. On those CPUs, Binary-
Weight-Networks does not deliver speed up. Our binary approximation of convolution
(equation 11) has cNWNI binary operations and NI non-binary operations. With the
current generation of CPUs, we can perform 64 binary operations in one clock of CPU,
therefore the speedup can be computed by S = cNWNI

1
64 cNWNI+NI

= 64cNW
cNW+64 .

The speedup depends on the channel size and filter size but not the input size. In fig-
ure 4-(b-c) we illustrate the speedup achieved by changing the number of channels and
filter size. While changing one parameter, we fix other parameters as follows: c = 256,
nI = 142 and nW = 32 (majority of convolutions in ResNet[4] architecture have this
structure). Using our approximation of convolution we gain 62.27⇥ theoretical speed
up, but in our CPU implementation with all of the overheads, we achieve 58x speed
up in one convolution (Excluding the process for memory allocation and memory ac-
cess). With the small channel size (c = 3) and filter size (NW = 1 ⇥ 1) the speedup
is not considerably high. This motivates us to avoid binarization at the first and last

[RO16]

[LY15] Y. Lu et al, 2015, IEEE J. Solid State Circuits 50(1)
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• Limited processing power 

• Robustness required in any environment 

• Group delay > 10 ms objectionable to hearing aid wearers [AT00]

Summary: Hearing Aid Side-Conditions

[AT00]: J. Agnew and J. M. Thornton, JAAA (2000) 11:330-360

Likely not unsolvable in the future.

Promising, needs more evaluation.

Total group delay = 8 ms.
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Thank you.

For more details: 
IWAENC 2018 paper 

https://arxiv.org/abs/1805.01198

https://arxiv.org/abs/1805.01198
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Normalization
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• Normalization across frequency: 
 
 
 

• Completely level independent 

• Level information is fed as  
side-information to DNN
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X(k, f) : Filterbank levels in log-scale
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How much context is needed?
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Context Size Influence on Gain Prediction
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