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GMM-based Synthetic HS Data Augmentation [1]
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[1] Davari, Amirabbas, Erchan Aptoula, Berrin Yanikoglu, Andreas Maier, and Christian Riess. "GMM-Based Synthetic Samples for 

Classification of Hyperspectral Images With Limited Training Data." IEEE Geoscience and Remote Sensing Letters 2018



Datasets

Synthetic Dataset
 Gamma Distribution

 Three different parameters represents

Three classes

 1000, 2000 and 3000 samples for blue,

red and yellow classes

 13 pixels per class were randomly 

drawn as training set
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Variational Bayesian (VB)

● We would like to do maximum likelihood:

● is the underlying distribution that we want to maximize. 

● Why are we interested in and not         ? 

● is not expressive enough.
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Variational Bayesian (VB)

● In a Gaussian Mixture Model: 

● For the log likelihood, however:

there is a logarithm inside the sum and there is no close form solution 

for that.
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Variational Bayesian (VB)

● Since                                       ; i.e. is non-negative, the first part is the 

lower bound of the log likelihood (evidence) i.e. the evidence lower 

bound or ELBO in short.
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Variational Bayesian (VB)

● Assume the responsibility

● It turns out that             is the optimal solution to

● Further, after some math it turns out that:

● The learning is an EM like procedure. Fix    and maximize           , and 

then fix            and maximize    . 
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Datasets

Pavia Centre Scene Dataset:
 acquired by the ROSIS sensor

 610 * 340 pixels 

 geometrical resolution of 1.3 m

 103 spectral bands

 We used the first four of its PCs which contained 99.16% of the total variance
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Datasets

Salinas Valley Scene Dataset:
 acquired by the AVIRIS sensor

 512 * 217 pixels 

 geometrical resolution of 3.7 m

 204 spectral bands

 We used the first four of its PCs which contained 99.68% of the total variance
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First PC Classes ClassesFirst PC

Pavia Centre Salinas Valley

Datasets
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Classification

• Classifier: 

• random forest with 100 trees as height and square root of number of 

features as depth.

• Training set: 13, 20, 30 and 40 pixels per class were randomly selected from the 

image as separate training sets.

• For each experiment, the random selection of the training set was repeated 25 

times and the average of the overall accuracy, average accuracy and kappa 

statistics were calculated and reported.
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Results: Salinas-PCA-EMAP-PCA
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Results: Salinas-PCA-EMAP-NWFE

AmirAbbas Davari - Fast Sample Generation with Variational Bayesian for Limited Data Hyperspectral Image Classification



Results: Pavia Centre, VB vs. the other methods
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Results: 

Pavia Centre Salinas
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Results: Salinas

EMAP-PCA EMAP-PCA-Synth EMAP-NWFE EMAP-NWFE-SynthGround Truth
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Conclusion

• VB yields similar, if not better, classification performance compared to the other 

methods. 

• The results using VB are generally more consistent as well. 

• More importantly, Variational Bayesian does not need the clustering algorithm 

to be executed in advance. 

• VB is very memory efficient and drastically reduces the computational cost
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Thank you for your attention!
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