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Naive Bayes and Gaussian Classifier

In the previous exercises, we assumed that all dimensions of the feature vector
were mutually dependent. Thanks to the low dimensional feature space, the
computational complexity was still very low. However, in this exercise, we will
assume mutual independent feature vector components.

Assume that the features are samples from normally distributed classes. Imple-
ment the Naive Bayes approach with
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where d is the dimensionality of the feature space.
(a) Create a new classifier file for the Naive Bayes approach in the toolbox.

(b) Use the simplification (1) of the class dependent probability to estimate the
parameters y; and o? for each class.

(¢) Apply the trained parameters in the classification step.

Implement a new toolbox classifier to solve a 2-class problem that is based on
Gaussian class conditional densities (= one Gaussian for each class).

(a) Implement the ML formulas for the parameters of the Gaussian as the train-
ing step of the classifier.

(b) Approach 1: Derive a formulation of the parametric decision boundary
F (x) = 0 for the two-class problem. The boundary is given by:
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The formalism is similar to the theory of logistic regression (cmp. lecture).
Implement a classifier based on the decision boundary.

Determine classification using;:
eTAr+alx+ay <0
(¢) Approach 2: Implement the parametric Bayesian classification on the basis

of the trained parameters (Hint: Compute the posterior probabilities for each
class). Decision rule:

(d) Compare the MLE classification results with the Naive Bayes classifiers.



