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1 Purpose
Quantitatively assessing disease progression in
terms of lesion volume is a major concern in the
case of multiple sclerosis (MS)—a common neu-
ropathological disease of young adults that primar-
ily affects cerebral white matter within the human
brain. As multi-spectral 3D magnetic resonance
imaging (MRI) is the method of choice for the ex-
amination of that type of disease we propose a
knowledge-driven approach for MS lesion segmen-
tation in multi-spectral 3D brain MRI data based
on the recently introduced [1] probabilistic boosting
trees (PBT).

2 Methods
In order to distinguish foreground, i.e. lesion, and
background, i.e. non-lesion, voxels within multi-
spectral MR volumetric data we build a PBT in
a similar manner to [2] to derive a discriminative
model in terms of posterior probabilities for individ-
ual voxels from manually segmented training data.
By additionally using context information by means
of Haar-like features that are computed on a local
neighborhood surrounding the voxel to be classi-
fied the PBT model is enabled to capture class spe-
cific characteristics despite the well-known draw-
backs of the MR medical imaging modality such as
Rician noise, partial volume effects, and intensity in-
homogeneities. Subsequently in the segmentation
process, the probabilities obtained by the model are
refined by stochastic relaxation [3] and a Laplacian
level set approach taken from the Insight Segmen-
tation and Registration Toolkit (ITK, www.itk.org).
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As the axial resolution of the input data is low our
approach is restricted to operate on down-sampled
2D axial slices without taking into account inter-slice
neighborhood relations.

The framework’s first step PBT recursively groups
boosted ensembles of weak classifiers to a tree struc-
ture during learning from annotated data. When
AdaBoost [4] is chosen as the boosting strategy this
resembles building a binary regression tree as the
final boosted classifier generated within each inner
node asymptotically approaches an additive logistic
regression model [5]. The overall posterior proba-
bility can then be computed by appropriate traver-
sation of the tree.

For the purpose of classification it is tried to cap-
ture the structural variability of foreground and
background voxels by not only considering multi-
spectral intensity and gradient values but also sev-
eral hundreds of Haar-like features [6, 7] computed
on a 15× 15 square centered at the voxel of interest.

The posterior probabilities obtained by PBT that de-
termine the segmentation are smoothed by stochas-
tic relaxation independently from the initial features
used by PBT itself. The final result is then attained
by means of the Laplacian level set filter from ITK as
mentioned above.

3 Results
For training and evaluation purposes there were
six manually segmented multi-spectral MRI scans
available. The leave-one-out approach was applied
to train six different classifiers from approximately
70,000 randomly selected training samples, i.e. vox-
els, uniformly distributed over all input slices. Three
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Figure 1: Segmentation results obtained by leave-one-out validation. The first row shows selected slices of
the FLAIR sequences of five different data sets. The second row shows the associated segmentation result

of the six classifiers reach a Dice coefficient of more
than 70% on their test data set, two reach about 50%
and one fails with 0% due to the lack of significant
MS lesions in the associated data volume. However,
for a fully automated approach volumetric overlap
of more than 50% can be considered a remarkable
achievement.Figure 1 gives a visual impression of
the segmentation results obtained.

4 Conclusion
The method for segmentation of MS lesions in multi-
spectral 3D brain MRI data discussed in this paper
makes use of structural information by additionally
taking into account the context of a voxel for the pur-
pose of classification. The presented results show
that by doing so supervised techniques like PBT
can be employed for MRI tissue classification even
though they are usually—when relying on individ-
ual voxel intensities only—considered inappropri-
ate due to the typically large inter-scan variations.
Future work involves further assessment and refine-
ment of the proposed method and investigation of
alternative structural features that can be used in the
context of boosting.
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